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Editorial 

The special issue on condensed matter physics from the CMDAYS - 2012 conference 

 
S. K. Rout 

Department of Applied Physics, Birla Institute of Technology, Mesra, Ranchi, 835215, Jharkhand, India 

 

 

It is my pleasure to introduce this special issue of 

Physics Express on Condensed Matter Physics. This special 

issue contains the research articles presented in a National 

Conference on Condensed Matter Physics, the 20th CMDAYS, 

which is an annual three day conference on thrust areas in 

condensed matter physics, organized at Department of Applied 

Physics, Birla Institute of Technology (Mesra, Ranchi, India) 

during August 29-31, 2012.  

CMDAYS serves the dual purpose of providing 

encouragement and fruitful academic deliberation among 

budding scientists and serves as a forum for participants from 

academia, government agencies and industry to report on 

research and development results, to interact, and to identify 

opportunities for cooperation in the fields of condensed matter 

physics, engineering and technology. 

There were plenary talks by three successful and 

world renowned researchers, twelve invited lectures and more 

than three hundred contributed papers from experienced and 

young researchers in the field of condensed matter physics and 

allied areas of science and technology. This special issue on 

selected papers from CMDAYS 2012 contains extended 

versions of fourteen papers on both theoretical and 

experimental condensed matter physics.  

The core element of this special issue, Condensed 

Matter Physics, which evolved from solid state physics, is one 

of the most important and fertile branches of contemporary 

physics. It is characterized by a multitude of workers, a variety 

of sub-areas, wide-spread influence on technical developments 

and rapid infiltration into interdisciplinary areas. The presented 

papers on condensed matter physics including nanomaterials 

and low dimensional systems, magnetism and magnetic 

materials, superconductivity, dielectrics, ferroelectrics, 

polymers, ceramics, composites, soft condensed matter, 

correlated systems, optoelectronics, thin films and devices, 

statistical and computational condensed matter physics were 

very interesting and worth publication in extended form for the 

progress of science. Interdisciplinary topics relevant to 

condensed matter are included for completeness.  

In the article entitled “Tailoring the magnetocaloric 

properties of Ni51Mn34In15 alloy by Ge and Si substitution for 

In” by Rahul Das, A. Perumal and A. Srinivasan, the effect of 

atomic substitution on the structural and magnetocaloric 

parameters of Ni51Mn34In15 alloy has been investigated using 

powder X-ray diffraction and magnetization measurements. X-

ray diffraction studies confirmed the existence of the 

martensitic phase in Ni51Mn34In15 and Ni51Mn34In14Ge1 alloys, 

and austenitic phase in Ni51Mn34In14Si1 alloy at room 

temperature.  

In the article entitled “Impedance spectroscopy and 

electrical conductivity studies on (Bi0.5Na0.5)0.92Ba0.08TiO3 

ceramic” by Ansu Kumar Roy, Amrita Singh, Karishma 

Kumari, Ashutosh Prasad and Kamal Prasad, lead-free 

perovskite (Bi0.5Na0.5)0.92Ba0.08TiO3 (BNBT08) was prepared at 

1160ºC/3h in air atmosphere by conventional high temperature 

solid state reaction ceramic fabrication technique. The crystal 

structure, microstructure, dielectric, piezoelectric properties, 

and ac conductivity of the sample were studied.  

 In the article entitled “Structural and electrical 

characteristics of nanocrystalline copper nickel oxide films 

formed by RF magnetron sputtering” by A. Sreedhar, M. Hari 

Prasad Reddy and S. Uthanna, nanocrystalline CuNiO2 films 

were deposited on glass substrates by RF magnetron sputtering 

of Cu50Ni50 target at an oxygen partial pressure of 2x10
-2

 Pa, 

sputter pressure of 4 Pa and at various substrate bias voltages 

in the range from 0 to -90 V. The deposited films were 

characterized for chemical composition with energy dispersive 

X-ray analysis, crystallographic structure by X-ray diffraction, 

surface morphology using atomic force microscope and 

electrical properties by Hall measurement system. 

 In the article entitled “Crystal-field and molecular-

field in ferromagnetic Mott-insulator Y2V2O7 pyrochlore”, A. 

Ali Biswas and Y. M. Jana simulated the observed thermal 

dependence of dc susceptibility  of Y2V2O7, and determined 

the CF parameters, CF energies and corresponding wave-

functions, g-tensors of V
4+

 ions and anisotropy of the local 

magnetic susceptibility at V-site.   

 In the article entitled “Force induced unzipping of 

dsDNA: The solvent effect” by Amar Singh, Bhaskar Mittal 

and Navin Singh, the authors have investigated the effect of 

salt present in the solution, on the force induced unzipping of a 

heterogeneous dsDNA molecule using Peyrard Bishop and 

Dauxois (PBD) model. 

In the article entitled “Synthesis and characterization 

of yellow light emitting Na5Dy(MoO4)4 double molybdate 

phosphor” by S. Dutta, S. Som, R. K. Mukherjee and S. K. 

Sharma, sodium-dysprosium double molybdate Na5Dy(MoO4)4 

phosphor  has been synthesized in order to achieve a novel 

long wavelength yellow light. The structural, optical and 

dielectric studies of this phosphor were investigated in detail. 

The thermoluminescence studies with computerized glow-

curve deconvolution procedure were applied to gain complete 

insight of the kinetic behavior for the synthesized host matrix 

doped with Dy
3+

 ions. 

In the article entitled “Comparative studies on 

magnetocrystalline anisotropy constant of CoFe1.5M0.5O4, 

M=Al & Cr” by Lawrence Kumar, Pawan Kumar, Manoranjan 

Kar, the authors have done a detailed study on crystal structure 

and its correlation of the physical properties with different 

types of dopants. They have compared the properties of 

CoFe1.5Al0.5O4 and CoFe1.5Cr0.5O4 samples. 

In the article entitled “DC electrical resistivity study 

of YBa2Cu3O7-δ +x BaTiO3-CoFe2O4 superconductor” by M. 

Sahoo and D. Behera, the electrical resistivity ρ (T) around the 
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superconducting transition of YBCO + x BTO-CFO (x = 

0.0,0.2,0.4,0.6 wt. %) is presented.  

In the article entitled “Theoretical study of velocity of 

sound in cuprates in normal state” by K. C. Bishoyi, S. P. 

Mohapatra and G. C. Rout, the authors address a microscopic 

theoretical calculation of temperature dependence of velocity 

of sound in cuprates in normal state in under-doped region. 

The effect of position of f-level, hybridization, the e-p 

coupling and AFM coupling are investigated to explain the 

sharp depression at Néel temperature and the suppression of 

velocity of sound in the low temperature AFM phase of the 

high-  system in normal phase.  

 In the article entitled “Effect of staggered field on the 

temperature dependent ultrasonic attenuation in cuprates”, S. 

P. Mohapatra, K. C. Bishoyi and G. C. Rout present a 

microscopic theoretical model to study the effect of staggered 

magnetic field on the temperature dependent ultrasonic 

attenuation coefficient. The attenuation coefficient shows a 

sharp drop at the Néel temperature indicating an anti-

ferromagnetic phase transition from high temperature 

paramagnetic to low temperature ferromagnetic phase as 

shown by ultrasound measurements on Tl-Ba-Ca-Cu-O. 

 In the article entitled “Spin susceptibility: A study of 

anomalies due to Kondo effect and f-electron correlation in HF 

systems” by P. C. Baral and G. C. Rout, the authors attempt to 

study the interplay between the Kondo effect and short range f-

f correlations within the mean-field approximation. They 

investigated the momentum and frequency dependent 

dynamical spin susceptibility for HF systems. In particular, 

they compared the formation of the resonant spin excitations 

(resonance peaks) with the resonance peak in the inelastic 

neutron scattering (INS) experiment. 

In the article entitled “Theoretical study of pseudogap 

effect on the interplay of SDW and superconductivity in 

cuprates”, K. L. Mohanta, S. K. Panda, B. K. Raj and G. C. 

Rout assume the CDW and SDW interactions as pseudogaps 

and attempt to investigate their interplay with 

superconductivity by varying the model parameters of the 

high-  systems. The model calculation is applied to interpret 

the tunneling conductance data. 

 In the article entitled “Theoretical study of the 

interplay of spin-charge and orbital orderings in manganites” 

by Saswati Panda, P. Purohit and G. C. Rout, the authors 

consider the Kondo-Heisenberg interaction along with the JT 

distortion and CDW interaction as the extra mechanisms to 

account for the insulating phase just above . 

In the article entitled “First - principles calculations of 

electronic structure, optical properties and phase instability of 

potassium dihydrogen arsenate” by G. Sriprakash, S. N. 

Prabhava, K. P. Ramesh and K. Rukmani, the authors explain 

the phase instability, electronic band structure, optical 

properties and lattice dynamics in tetragonal KDA using DFT 

calculations. Further, reasons for deviation of KDA from linear 

relation (Tc- R) (shown by KDP like crystals) is also 

addressed. The calculations of the phononic modes at high 

pressure show an evidence of phase stability. 

As convener of the CMDAYS-2012 and an Associate 

Editor of this journal, it is my pleasure to note the diverse and 

intense research activities in this area. It is expected that this 

special issue will be well received by the readers as a small 

sample of the current research on the condensed matter physics 

and related areas. We thank the participants for their 

contributions to the meeting and to this special issue. 
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1. Introduction 
 

The urgent demand for developing energy saving, 
compact and environmental friendly magnetic refrigeration 
systems has propelled intensive search for new generation 
magnetic materials exhibiting large magnetocaloric effect 
(MCE) for low magnetic fields around room temperature. 
Most important refrigerant parameters are the magnetic 
entropy change (SM), refrigerant capacity (RC) and adiabatic 
temperature change (Tad). The large value of MCE near the 
martensitic transformation temperature has been reported in 
Ni-Mn-based ferromagnetic shape memory alloys (FSMAs), 
such as Ni�Mn�X (X= Ga, Sn, In, Sb) [1-4]. Generally, 
FSMAs have at least two phase transitions: a second-order 
magnetic phase transition at the Curie temperature (TC) and a 
first-order structural phase transition at the martensitic start 
temperature (TMS) [5-7]. As a result, they exhibit two types of 
MCE; a conventional (or direct) MCE around TC and an 
inverse MCE around TMS. Warburg, in 1881 reported for the 
first time that a sample of iron warmed up in an applied 
magnetic field due to conventional MCE (i.e. ∆Tad > 0 and 
∆SM < 0) [8].  On the other hand, in an inverse MCE, the 
material under an applied magnetic field cools down (i.e. ∆Tad 
< 0 and ∆SM > 0) [9]. Since in Ni-Mn-based FSMAs a strong 
coupling exists between magnetism and structure, a large 
latent heat will be induced by the applied magnetic field during 
the first-order structural phase transition. Hence, these alloys 
are capable of exhibiting large SM and RC values suitable for 
use as magnetic refrigerants [4, 10]. In traditional Ni-Mn-
based FSMAs such as Ni�Mn�Ga, SM as high as 86 Jkg−1K−1 
has been reported [11]. However, this large SM is 
accompanied by a large thermal hysteresis gap of 10�20 K or 
higher and narrow (1�2 K) operating temperature range. 
Narrow operating temperature and large thermal or magnetic 
hysteresis gap exhibited by these materials are detrimental for 
technological applications. Recently, several groups have 

investigated Ga-free Ni-Mn-based FSMAs due to their large 
field induced shape memory effect and promising magnetic 
refrigerant properties. Peak SM of 35.8 Jkg−1K−1 and RC of 
167 Jkg−1 have been reported for Ni-Mn-In alloy at 311 K 
(near the structural transition) for a magnetic field change 
(H) of 0�5 T [12]. For Ni-Mn-In alloy, the thermal hysteresis 
gap can be ~ 20 K, which further widens with applied field 
[13]. It is well known that the transition temperatures and the 
MCE parameters can be tuned markedly by partial substitution 
of magnetic or nonmagnetic atoms in Ni�Mn�X (X= Ga, Sn, 
In, Sb) alloys [4, 14-16]. These additional atoms can perturb 
the atomic distances, mainly between Mn-Mn atoms, as well 
as the electronic concentration (e/a ratio) which are 
responsible for the exchange interaction and the degree of 
magnetic ordering [7, 17]. A large peak SM of 124 Jkg−1K−1 
and RC of 158 Jkg−1 have been reported in Si substituted 
Ni50Mn35In15 alloy at 239 K for an H of 0 � 5 T [18]. e/a ratio 
as well as the magnetic moment coupling between Mn atoms 
also can be changed by varying the elemental composition of 
the alloy. Very recently, we have reported large SM and RC 
for low magnetic field change of Ni-Mn-In-Si alloy in which 
Ni was substituted for Mn [19]. Due to the large change in 
magnetic moment during the phase transitions, Ni51Mn34In14Si1 

alloy exhibits a great perspective for MCE applications. In this 
work, we have investigated the effect of partial substitution of 
Si and Ge for In on the structural and magnetocaloric 
properties of Ni51Mn34In15 alloy.  
 
2. Experimental Details 
 

Polycrystalline Ni51Mn34In14X1 (X = In, Si and Ge) 
ingots were prepared by conventional arc melting method 
using high purity elements in argon atmosphere. The final 
alloy ingots were obtained after repeated melting to ensure 
proper homogenization of the alloys. The net weight loss in the 
cast   samples   was  found    to   be less   than 2% of the initial 

Abstract 
 

Effect of atomic substitution on the structural and magnetocaloric parameters of Ni51Mn34In15 alloy has been investigated using 
powder X-ray diffraction and magnetization measurements. A small amount (1 at.%) of Silicon and Germanium substitution for Indium in 
Ni51Mn34In15 alloy was done to perturb the inter atomic distances as well as electronic concentration of the alloy. This atomic substitution 
shifts the transition temperatures and hence the temperature at which the peak magnetic entropy change occurs in this alloy system. X-ray 
diffraction studies confirmed the existence of the martensitic phase in Ni51Mn34In15 and Ni51Mn34In14Ge1 alloys, and austenitic phase in 
Ni51Mn34In14Si1 alloy at room temperature. The highest magnetic entropy change SM = 19.9 Jkg-1K-1 and refrigerant capacity RC = 35.9 
Jkg-1 values are exhibited by the Ni51Mn34In14Si1 alloy at 279 K for a magnetic field change H of 0 � 1.2 T. 
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weight. The cast samples were sealed in quartz tube under a 
pressure of 103 Pa, annealed at 1173 K for 20 h and quenched 
in ice water. A part of the heat treated sample was crushed and 
used for structural analysis. A powder X-ray diffractometer 
(XRD, Rigaku TTRAX 18 kW) using Cu-Kα radiation (λ = 

0.15406 nm) was used for structural analysis. Magnetic 
properties of the alloys were determined from magnetization 
measurements using a vibrating sample magnetometer (VSM, 
Lakeshore 7410).  Composition of the alloy was verified using 
energy dispersive X-ray spectroscopy unit (EDS, Oxford) 
attached to a scanning electron microscope (SEM, Leo 1430 
VP).  
 
3. Results and Discussion 
     

Room temperature XRD patterns as shown in Figure 
1 indicate that at room temperature, Ni51Mn34In15 and 
Ni51Mn34In14Ge1 alloys exist in martensitic phase (with 
orthorhombic unit cell) and the Ni51Mn34In14Si1 alloy in 
austenitic phase (with L21 structure). The overall composition 
of the alloys obtained from EDS analysis are summarised in 
Table 1. It can be seen that the final alloy composition is very 
close to the nominal (starting) composition of the respective 
alloys. Figure 2 depicts the temperature dependent 
magnetization (M-T) curves of the alloys obtained under an 
applied field of 0.1 T in zero-field-cooled (ZFC) and field-
cooled (FC) conditions. For ZFC measurements, the samples 
were first cooled down to 50 K in the absence of magnetic 
field whereas for the FC measurements, the samples were 
cooled down from 375 K to 50 K in the presence of an external 
magnetic field. As the temperature is decreased from 375 K, 

magnetization first increases sharply due to the second order 
paramagnetic to ferromagnetic transformation and then 
abruptly decreases due to the first order austenite to martensite 
transformation. On further decreasing the temperature below 
230 K, the samples exhibit a large increase in magnetization. 
This signifies the paramagnetic to ferromagnetic transition 
occurring in the martensite phase of the samples.  Thus, all the 
alloys exhibit three characteristic temperatures, namely, Curie 
temperature of martensitic phase (TC,M), martensite start 
temperature (TMS),  and the Curie temperature of the austenite 
phase (TC,A). Below TC,M and in temperature interval 
TMS<T<TC,A, ferromagnetic order is observed and above TC,A 
paramagnetic behavior is observed. At low temperatures below 
180 K the ZFC and FC curves separate from each other, 
indicating the irreversible nature in the magnetic property of 
the material. A hysteresis behavior, characteristic of a first 
order structural transition is also observed in M-T curves when 
the samples are thermally cycled. The strength of frictions 
encountered during the structural transformation can be 
characterized by the observed hysteresis gap. The frictions due 
to the rearrangements of domain and the motions of phase 
boundary are considered as most important factors affecting 
the hysteresis gap [20-22]. The hysteresis gap is determined by 
the temperature difference between the peak positions of the 
heating and cooling data. When Si is substituted for In, larger 
hysteresis of 8.5 K is observed, whereas Ge substitution results 
in a smaller hysteresis of 1.2 K. The characteristic 

Table 1. Measured alloy composition, Martensite start temperature (TMS), Curie temperature (TC,A), change in magnetic entropy (SM), 
temperature at which maximum SM was obtained (Tmax), refrigerant capacity (RC), and change in applied magnetic field (H) of the 
parent, (X = In) and other two important alloys with X = Si and Ge. 
 

Alloy ID Composition from EDS TMS 
(K) 

TC,A 
(K) 

SM 
(Jkg-1K-1) 

Tmax 
(K) 

RC 
(Jkg-1) 

H 
(T) 

  X = In Ni50.97Mn33.45In15.58 311 320 8.5 310 17.4 1.2 
  X = Si Ni50.69Mn33.83In14.07Si1.41 278 294 19.9 279 35.9 1.2 
  X = Ge Ni50.31Mn34.69In13.83Ge1.17 309 314 7.1 308 22.6 1.2 

 

 
 
Figure 1. Room temperature XRD patterns of Ni51Mn34In14X1  
alloys with  X = In, Ge and Si. 

 

 
 
Figure 2.  Temperature dependent magnetization curves of the 
Ni51Mn34In14X1 alloys with  X = In, Ge and Si obtained at an 
applied field of 0.1 T. Filled and open symbols represent data 
during field-cooled (FC) and zero-field-cooled (ZFC), 
respectively. Curie temperature of martensitic phase (TC,M), 
martensite start temperature (TMS),  and the Curie temperature of 
the austenite phase (TC,A) are shown.  
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temperatures TC,A and TMS are defined as the temperatures at 
which dM/dT of ZFC and FC curves exhibit the minimum and 
maximum magnetization values, respectively. TMS (TC,A) of X 
= In, Ge and Si alloys are 311 K (320 K), 309 K (314 K) and 
278 K (294 K), respectively. With the substitution of Ge and 
Si for In in Ni51Mn34In15, both TMS and TC,A are shifted to 
lower temperatures, but TC,M is shifted to higher temperatures. 
It has been reported [18] that TMS and TC decrease with an 
increase in e/a ratio in Ni50Mn35In15−xSix alloys. The e/a can be 
calculated from the concentration weighted sum of the valence 
electrons of the constituent atoms, such as Ni, Mn, In and 
Si/Ge, using the relation [23], 
 

 
  .%.%.%.%

.%.%.%.%

/

/43710

atatatat

atatatat

GeSiInMnNi

GeSiInMnNi

a

e




          

  (1) 
 

where 10 (3d8, 4s2), 7 (3d5, 4s2), 3 (5s2 , 5p1) and 4 
(3s2, 3p2)/(4s2,4p2) are the valence electrons per atom for Ni, 
Mn, In, and Si/Ge atoms, respectively.  The values of e/a are 
7.91, 7.92 and 7.92 for In, Ge and Si substituted samples, 
respectively, which is in good agreement with the earlier 
reports [18]. Due to the smaller atomic radius of Ge (0.152 
nm) and Si (0.146 nm) than that of In (0.2 nm), the Mn-Mn 
distance calculated from the corresponding unit cell vary from 

0.535 nm for Ni51Mn34In15 alloy to 0.539 nm 
(Ni51Mn34In14Ge1) and 0.422 nm (Ni51Mn34In14Si1). Comparing 
this data with the composition and characteristic temperatures 
listed in Table 1 can help in understanding the influence of 
atomic radius of the substituting atom on the shift in the 
characteristic temperatures. Figure 3 shows another interesting 
feature, i.e., the magnitude of the change in magnetization 
(M) at structural transition decreases and increases with the 
substitution of Ge and Si, respectively. These variations are 
exactly opposite to the variation in Mn-Mn distance upon Ge 
and Si substitution, and hence the magnetic properties of Ni�
Mn�X alloys are primarily determined by the Mn atoms which 
show an exchange interaction via conduction electrons [7]. A 
larger ΔM can produce a larger Zeeman energy, as a result of 
which a field-induced structural transformation over a wide 
temperature range can be expected [24]. Based on this idea, a 
detailed investigation on the magnetic properties, 
metamagnetic behavior and MCE of Ni51Mn34In14X1 (X = In, 
Si and Ge) alloy was carried out. SM and RC were calculated 
from the isothermal magnetization (M-H)T  data using the 
following relations [12,25],  

 

   



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T

HM dTTSRC             (3) 

 
SM calculated from (M-H)T curves as a function of 

increasing magnetic field from 0 to 1.2 T at different 
temperatures have been obtained at 2 K interval near the TMS 
of the respective alloys is shown in Figure 4. By integrating 
the area under the SM(T) curves over the full width at half 
maximum, RC values were obtained. Peak SM (RC) value 
corresponding to Ni51Mn34In15, Ni51Mn34In14Ge1, and 
Ni51Mn34In14Si1 samples are 8.5 Jkg-1K-1 (17.4 Jkg-1), 7.1     
Jkg-1K-1 (22.6 Jkg-1) and 19.9 Jkg-1K-1 (35.9 Jkg-1), 
respectively. The highest SM and RC values are exhibited by 
the Ni51Mn34In14Si1 alloy at 279 K. Ni51Mn34In14Ge1 alloy 

 
 
Figure 3. Isothermal magnetization curves obtained at 2 K 
temperature interval (∆T) around Martensite start temperature for 
X = In, Ge and Si alloys. 

 

 
 
Figure 4. Temperature dependence of magnetic entropy change 
(SM ) obtained under 1.2 Tesla field in Ni51Mn34In14X1 (X =In, 
Ge and Si) alloys. 
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shows comparatively high RC but lowest SM  around room 
temperature (308 K). The highest SM is clearly related to the 
(∂M/∂T)H term in equation (2). For 0.1 T applied magnetic 
field, Ni51Mn34In14Si1 alloy exhibits the highest value of 
(∂M/∂T)H of 6.6 Am2kg-1K-1, among the three alloy 
compositions. Moreover, the highest hysteresis gap of 8.5 K 
observed in Ni51Mn34In14Si1 alloy is far less than the value of 
20 K reported for Ni-Mn-In alloy [13]. These results indicate 
that favourable combination of MCE parameters near room 
temperature can be achieved in Ni-Mn-In alloys by appropriate 
atomic substitution for In. 
 
4. Conclusions  
 

Variation of SM and RC near TMS in Ni51Mn34In14X1 
(X =In, Ge and Si) alloys for H of 0�1.2 T has been 
determined. The largest value of SM (RC) obtained was 19.9 
Jkg-1K-1 (35.9 Jkg-1) for Ni51Mn34In14Si1 alloy at 279 K, which 
is just below the ambient temperature. Ni51Mn34In15 and 
Ni51Mn34In14Ge1 alloys show comparatively smaller peak SM 
and RC values just above ambient temperature. These 
experimental results indicate that atomic substitution provides 
a means for improving and tailoring the MCE properties of Ni-
Mn-In alloys. So, this alloy is a better magnetic refrigerant 
material as compared to expensive rare earth based materials 
and other potentially toxic alloys containing As and Sb.  
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1. Introduction 
 

In recent years, lead-free piezoelectric ceramics have 
attracted considerable attention as important piezoelectric 
materials because of their outstanding advantages in free 
control atmosphere and no lead pollution. Hence, a large body 
of work has been reported in the last decade on the 
development of lead-free piezoceramics in the quest to replace 
Lead Zirconate Titanate (PZT) as the main material for 
electromechanical devices such as actuators, sensors, and 
transducers. In specific but narrow ranges of application the 
new materials appear adequate, but are not yet suited to 
replace PZT and other lead-based materials on a broader basis 
from application point of view. (Bi0.5Na0.5)-TiO3 composition 
(abbreviated to BNT) is one of important lead-free 
piezoelectric materials with perovskite structure discovered by 
Smolenskii et al. in 1960 [1]. As (Bi0.5Na0.5)-TiO3 composition 
exhibits a strong ferroelectricity and high Curie temperature TC 
~ 320oC [2-4], it has been considered to be a good candidate of 
lead-free piezoelectric ceramics to replace the widely used 
lead-based piezoelectric  materials. It reveals a very interesting 
anomaly of dielectric properties as a result of low temperature 
phase transition from the ferroelectric to the anti-ferroelectric 
phase near 200 OC. However, this material has a drawback of 
high conductivity to cause problems in poling process. To 
improve its properties, some modifications on BNT 
composition have been performed. It has been reported that 
BNT-based compositions modified with BaTiO3, NaNbO3, 
BiFeO3, Bi2O3·Sc2O3 or La2O3 [5-10] showed improved 
piezoelectric properties and easier treatment in poling process 

compared with those of pure BNT ceramics. Among them, 
BNT�BaTiO3 (abbreviated to BNBT) was more interesting 
owing to an existence of a rhombohedral (FR)-tetragonal (FT) 
morphotropic phase boundary (MPB). Takenaka and other 
researchers reported that the (Bi0.5Na0.5)0.94Ba0.06TiO3 
composition near the MPB has relatively high piezoelectric 
properties [11-16]. An extensive literature survey revealed that 
no attempt, to the best of our knowledge, has so far been made 
to understand the conduction mechanism in BNBTx using 
impedance spectroscopy technique. It is with these views that 
the structural, microstructural, dielectric, polarization, 
piezoelectric, electric impedance and ac conductivity studies of 
(Bi0.5Na0.5)0.92Ba0.08TiO3 (abbreviated as BNBT08) ceramic 
i.e., very  near MPB composition has been undertaken in the 
present work. Also, an attempt has been made to explain the 
conduction mechanism in BNBT08 using complex impedance 
and electric modulus spectroscopy techniques. 
 
2. Experimental Details 
 

Polycrystalline ceramic samples of 
(Bi0.5Na0.5)0.92Ba0.8TiO3 were prepared by a high- temperature 
solid-state reaction technique using oxides: Bi2O3, Na2CO3, 
BaCO3and TiO2 (Hi-Media) having purity more than 99.5%, in 
a suitable stoichiometry. The above ingredients were mixed 
thoroughly, first, in air and then in methanol medium using 
agate mortar and pestle. The oxide mixtures were first calcined 
at 1170ºC for about 3h in an alumina crucible. Adding a small 
amount of polyvinyl alcohol (PVA) as binder to the calcined 
powder, circular and rectangular disc shaped pellets were 

Abstract 
 

Lead-free perovskite (Bi0.5Na0.5)0.92Ba0.08TiO3 (BNBT08) was prepared at 1160ºC/3h in air atmosphere by conventional high 
temperature solid state reaction ceramic fabrication technique. The crystal structure, microstructure, dielectric, piezoelectric properties, and 
ac conductivity of the sample were studied. X-ray diffraction data confirmed the formation of a single phase tetragonal unit cell. 
Williamson-Hall plot was used to calculate the lattice-strain and the apparent particle size. The crystallite-size was found to be 18 nm. The 
experimental relative density of BNBT08 was found to be ~96-97% of the theoretical one with an average grain size 2.5 m. Room 
temperature dielectric constant and dielectric loss tangent at 1 kHz were found to be equal to 1100 and 0.105, respectively. Longitudinal 
piezoelectric charge coefficient of the poled sample under a dc electric field of about 2.5 kV/mm applied for 15 minutes at 80C in a silicone 
oil bath was found to be equal to 112 pC/ N. The high value of dielectric constant, relatively low loss factor, and high piezoelectric charge 
coefficient of the test ceramic sample showed the candidature for its usefulness in various electronic and other sensor/actuator applications. 
The Nyquist plots and conductivity studies showed the NTCR character of BNBT08. Jump Relaxation Model (JRM) was found suitable in 
explaining the mechanism of charge transport in BNBT08. The ac conductivity data provided apparent activation energy, and density of 
states at Fermi level. Activation/binding energies associated with different types of conductivity have been evaluated and the results have 
been analyzed in detail. 
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fabricated by applying uniaxial pressure of 4-6 ton/square 
inch. Then the pellets were sintered at an optimized 
temperature of 1180 ºC for about 2 hr. to get a maximum 
density (~97% of the theoretical one). 

The XRD spectra were observed on calcined powder 
of BNBT08 with an X-ray diffractometer (XPERT-PRO, Pan 
Analytical, USA) at room temperature, using CuK radiation 

(=1.5405 Å ) over a wide range of Bragg angles 

(20º280º). The microstructure of the sintered pellet was 
studied at room temperature from the micrographs obtained by 
using a scanning electron microscope (JEOL-JSM840A). The 
frequency dependent dielectric constant (r) and loss tangent 
(tan) at various temperatures and temperature dependent 
dielectric constant (r) and loss tangent (tan) at various 
frequencies such as 100 Hz, 1 kHz, 10 kHz, 100 kHz and 1 
MHz were measured using a computer-controlled LCR Hi-
Tester (HIOKI 3532-50, Japan ) on a symmetrical cell of type 
Ag ceramic Ag, where Ag is a conductive paint coated on 
either side of the pellet. Longitudinal piezoelectric charge 
coefficient (d33) of the poled ceramic sample under an applied 
dc electric field of about 2.5 kV/mm at 80C in a silicone oil 
bath) was measured using a PM3500 d33/d31 meter (KCF 
Technologies, USA).  
 
3. Results and Discussion 
 
3.1. Structural study 

Figure 1 shows the XRD spectra of calcined BNBT08 
powder. A standard computer program (POWD) was utilized 
for the XRD-profile analysis. Good agreement between the 
observed and calculated inter-planar spacing with no trace of 
any extra peaks due to the constituent oxides were found, 
thereby suggesting the formation of a single-phase compound 
with tetragonal structure. The lattice parameters were as 

follows: a=3.8509 Å  and b=3.9057 Å  and hence 

tetragonality of lattice (c/a) was found to be equal to 1.0142 
when indexed in tetragonal system. The unit cell volume was 
estimated to be equal to 57.92 Å3. Literature survey revealed 
that BNBT06 is very close to the morphotropic phase 
boundary composition where both tetragonal and 

rhombohedral phases co-exist. The occurrence of tetragonal 
nature due to BaTiO3 (BT)  and also the rhombohedral nature 
due to BNT phase in BNBT08 is confirmed by the splitting of 
peak into two peaks (200) and (002) at 2θ values between 46º-
47º. The crystallite size was estimated by analyzing the X-ray 
diffraction peak broadening using Scherrer equation  

 
=k/D                                                                                   (1) 
 

where D is the apparent crystallite size;  is the 
diffraction peak width at half intensity (FWHM); K is the 
Scherrer constant (~0.89). The term A in the Gaussian model 
in the form given below was applied to estimate the diffraction 
peak width at half maximum intensity. 

 
I=I0 +A/ (/2) exp-2(-c)/ 

2
                                  (2), 

 
where A and c are the area and centre of the curve, 

respectively. The apparent crystallite size was estimated to be 
of the order of 18 nm. 
 
3.2. Microstructural study 

Figures 2(A) and 2(B) show the SEM micrographs of 
BNBT08 observed in two different planes of the fractured 
surface at 10 m magnification. Grain shapes are clearly 
visible, however showing slight porosity in the sample, thereby 
indicating the existence of polycrystalline microstructure. 

 
 
Figure 1. X-ray diffraction pattern of BNBT08 at room 
temperature. Inset: Expanded XRD pattern between 46º-
47º. 

 

(A) 

 
(B) 

 
Figure 2. (A) & (B) SEM Micrographs of BNBT08 at 
10m magnification. 
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Grains of unequal sizes appear to be distributed throughout the 
sample. The average grain size was estimated to be about 2.5 
m. Thus the ratio of grain size to apparent particle size of 
BNBT08 is found to be of the order of 100. 
 
3.3. Relative density  

The theoretical density for (Bi0.5Na0.5)0.92Ba0.08TiO3   
was calculated using the following equation: 

 
    D= (W1+W2)/ (W1/D1+ W2/D2)                                   (3) 

 
where W1 and W2, are the weight percentages of the 

BNT and BT in the mixture, respectively; D1 and D2 are the 
densities of the BNT (=5.32g/cm3) and BT (=6.02 g/cm3), 
respectively. The theoretical density of BNBT08 was found to 
be equal to 5.37 g/cm3. Apparent density of the sintered 
ceramic using Archimedes� principle was found to be equal to 
5.26 g/cm3. Thus, the relative density of the BNBT08 pellets 
was found to be of the order of 96-97%. The tolerance factor 

for BNBT08 ceramic was calculated by using Goldschmidt 
formula given by: 
 
 t= (Ra+Rb)/2(Rb+Ro)                                                           (4) 

 
where Ra,, Rb, and Ro are ionic radii of cation A, B and 

oxygen.   
The value of t was found to be equal to 0.991651. 

   
 3.3. Dielectric study 

The modified Debye equation related to a free dipole 
oscillating in an alternating field is expressed as   

 
 *=(1-itan)=+(s-)/ [1+ (i)1-]                                  (5) 
 

Where s and  are the low- and high-frequency 
values of ,  (=2f, f being the frequency of measurement) is 
the cyclic frequency,  the relaxation time and  a measure of 
the distribution of relaxation time). A relatively high dielectric 
constant at low frequencies is a characteristic of a dielectric 
material. At very low frequencies (1/), dipoles follow the 
field and we have s. As the frequency increases (1/), 
dipoles begin to lag behind the field and  slightly decreases. 
When the frequency reaches the characteristic frequency 
(=1/), the dielectric constant drops (relaxation process) and 
at high frequencies (1/), dipoles can no longer follow the 
field and . This behavior was observed in BNBT08, at 
least qualitatively.   As can be seen in Figures 3(a) and 3(b), 
neither the dielectric constant nor the dielectric losses are 
significantly influenced by frequency (in the 100 Hz to 1MHz 
domain) suggesting a good homogeneity of the samples. It is 
observed that r follows an inverse dependence on frequency, 
normally followed by almost all dielectric/ferroelectric 
materials. Dispersion with relatively high dielectric constant 
can be seen in the r-f graph in the lower frequency region and 
dielectric constant drops at higher frequencies. Room 
temperature dielectric constant at 1 kHz was found to be 
1100. Further, as shown in Figure 3(b), the tanδ (f) plots 

showed almost frequency independence at different 
temperatures starting from the room temperature up to 300OC, 
without showing any peak. On the other hand, the plots 
showed maxima and minima at 350OC and above i.e. up to 
450OC, as well as minima shifting towards higher frequency 
side with increase in temperature. The minima shifted from 
739 Hz to 16.247 kHz and maxima from 23 kHz to 291.189 
kHz as the temperature was increased from 350OC to 450OC. 
The minima ranged from 0.040 to 0.086 and the corresponding 
maxima ranged from 0.102 to 0.130. At the same time, 
broadening of peaks with rise in frequency was observed, 
thereby showing high frequency dielectric dispersion, 
especially at large temperatures. In an attempt to explain the 
dielectric anomaly at low frequency and low temperatures, it 
would not be inappropriate to mention that mainly there are 
four types of polarization viz. (i) electronic (ii) ionic (iii) space 
charge or interfacial and (iv) dipolar. Out of these four, the 
first two contribute towards dielectric permittivity at higher 
frequencies and the latter two to that at lower frequencies. The 
imaginary part of dielectric permittivity, loss factor or tan δ is 

the electrical energy lost as heat in the polarization process in 
presence of an applied ac field. Dielectric loss is a function of 
frequency and temperature and is related to relaxation 
polarization in which a dipole is unable to follow the field 

(a) 

 
Figure 3(a). Variation of dielectric constant(r) and loss 
tangent (tan) for BNBT08 with frequency at different 
temperatures. 

(b) 

 
Figure 3(b). Variation of dielectric constant (r) and loss 
tangent (tan) for BNBT08 with temperature at different 
frequencies.  
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variation without a measurable lag (hysteresis) on account of 
inherent frictional or damping forces of the rotating dipoles. 
Also, due to this change in polarization, a relaxation induced 
polarization current begins to flow in the dielectric which 
induces dielectric loss in the material. This lag of dipoles 
behind the field also led to slight decrease of dielectric 
constant. High dielectric loss tangent (~0.145) at 100 Hz and 
35oC is due to the domain wall motion in the ferroelectric 
region and it started diminishing up to the onset of anti-
ferroelectric phase at the depolarizing temperature (Td) and 
also up to 250oC-300oC and above 300oC up to Tm 
(temperature for permittivity maximum) it goes up for all 
frequencies. This anomaly may be attributed to the reduction 
in domain wall contribution to dielectric loss, probably due to 
cation disorder by random distribution of Na+, Bi3+ or Ba2+ at 
the A-site of the lattice. Beyond Tm, the electrical conductivity 
began to dominate resulting in sharp increase of dissipation 
factor/loss tangent (since σ ∝ tan δ). This sharp increase in 
dielectric loss at about 450oC may be attributed to the 
scattering of thermally activated charge carriers and some 
defects in the sample i.e., to the localized ionic conductivity. 
This type of dielectric dispersion with respect to increase in 
frequency may also be attributed to the structural disorder in 
the system. This sharp increase in loss tangent at least up to 2.5 
at low frequency and 450oC is endorsed by the appearance of a 
peak in Z″ vs. frequency drawn at 450

oC as shown in the inset 
of Figure 5. The merger of Z″ (as well as Z�) at higher 

frequencies for all the temperatures indicates possible release 
of space charge polarization/accumulation at the boundaries of 
homogeneous phases in the applied external field.  

In order to understand the physical nature of the 
dielectric anomaly in BNBT08, the temperature dependence of 
the real part of dielectric constant (r) and loss tangent (tan) at 
various temperatures are plotted in Figure 4. All the plots show 
broad maxima at Tm (i.e. diffuse phase transition, DPT, where 
anti-ferroelectric to paraelectric phase transition takes place) 
near 348 ºC and another maxima at Td (depolarization 
temperature, where ferroelectric to anti-ferroelectric phase 
transition takes place) at around 150 ºC. Further, it is seen that 
the plot corresponding to 100 Hz i.e., the minimum test 

frequency showed a sharply increasing trend at the highest 
chosen temperature (=450OC), reaching the highest dielectric 
loss tangent value ~2.25. The broadening in the dielectric peak 
is a common feature in solid solutions which may be attributed 
to the presence of more than one cation (such as Na+, Bi3+, and 
Ba2+ at the A-site of the lattice  in our case) in the sub-lattice 
that produce some kind of heterogeneity in the test material.  

 
3.4. Piezoelectric study  

Longitudinal piezoelectric charge coefficient (d33) of 
the poled ceramic sample under an applied dc electric field of 
about 2.5 kV/mm at 80C in a silicon oil bath was found to be 
112pC/N. Such a high value of d33 is due to the presence of a 
kind of morphotropic phase boundary (rhombohedral and 
tetragonal phases co-existing) in the BNBT08 composition. 
Transverse piezoelectric charge coefficient d31 was found to be 
12 pC/N Due to the limiting range of measurement of our 
poling instrument (which is only 5 kV) and coercivity of the 
material used, we had to take the thickness of the samples 
small (~1 mm or less). Consequently, we could get only a 
small amount of charge accumulation on the comparatively 
small perpendicular surface area, thereby yielding a smaller 
value of d31 in comparison with that of d33, thus causing a 
discrepancy. On a naïve view, this anomaly may possibly be 

ascribed to the leakage of charge from the surface during 
manual adjustment of gap between the tips meant for d31 
measurement in the instrument (d33/d31 meter) or to other 
dominating factors causing the anomaly, not known to the 
authors at this point of time. Under the given condition, the 
hydrostatic charge coefficient dh(= d33+2 d31) is found  to be 
equal to 136 pC/N. 

Figure 5 shows the frequency dependence of real and 
imaginary parts of complex impedance of BNBT08 at different 
temperatures. At each temperature the real as well as 
imaginary parts of impedance showed monotonic sharp 
exponential type of decrease for increasing frequencies below 
450oC. On the other hand, a peak was observed in Z″(f) plot 

corresponding to the data for 450o.C, as shown in the inset of 
the figure. 
 

0 100 200 300 400 500

0

1000

2000

3000

4000

5000

6000

0.01

0.1

1

10

ta
n


 


r

Temperature (OC)

 100 Hz
 1  kHz
 10 kHz
 100 Hz
 1  MHz

 

 
Figure 4. Variation of dielectric constant (r) and loss 
tangent (tan) for BNBT08 with temperature at different 
frequencies. 
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Figure 5. Frequency dependence of real (a) and imaginary 
(b) parts of impedance (Z*) of BNBT08 ceramic at 
indicated temperatures Inset: Frequency-dependence of 
imaginary part of impendence of BNBT08 at 450OC. 
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3.5. Electrical impedance, electric modulus and ac 
conductivity studies 
3.5.1. Electrical impedance analysis 

As shown in Figure 6(a), two semicircular arcs or 
depressed circular arcs are seen in the complex impedance 
plane plot corresponding to a temperature of 4500C, which can 
be explained on the basis of two parallel RC elements 
connected in series, one branch is associated with the grain and 
other with the grain-boundary of the sample. The arc of grain 
generally lies on a frequency range higher than that of grain-
boundary, since the relaxation time τ (= 1/fmax) for the grain-
boundary is much larger than that of the bulk crystal. The 
Nyquist plot of Z'' vs. Z' at 450oC (Figure 6a) clearly revealed 
grain and grain-boundary peaks, thereby giving different 
values of Rs(=17.8Ω), Rg (=0.249MΩ), Rgb (=0.342MΩ ), Cg 

(=1.872pF ), and Cgb (=2.167nF). These data yield the grain 
and grain-boundary relaxation times equal to 0.466 µs and 

0.741 ms, respectively. These data indicate the negative 
temperature coefficient of resistance (NTCR) behavior like 
those for semi conducting materials. The centers of the semi 
circles lie below the x-axis at an angle �φ� (not shown in the 
plots for the sake of brevity), thereby indicating non-Debye 
type relaxation process in BNBT08. Further, the observed data 
indicate that the conduction in BNBT08 is predominant 
through grain boundary and thus it gives a scope for variety of 
device applications. It is observed that the magnitudes of both 
Z   and Z   decrease with increase in frequency, thus 
indicating an increase in ac conductivity with rise in 
frequency.  
 
3.5.2. Modulus spectrum analysis 

In polycrystalline materials, impedance formalism 
emphasizes grain boundary conduction process, while bulk 
effects on frequency domain dominate in the electric modulus 
formalism. The use of modulus spectroscopy plot is 
particularly useful for separating the components with similar 
resistance but different capacitance. The other advantage of 
electric modulus formalism is that the electrode effect is 
suppressed. Due to the above reasons, complex electric 
modulus formalism was also adopted in the present case in 
order to see the different effects separately. Dielectric 
relaxation studies were carried out in the complex modulus M* 
formalism. Variation of real and imaginary parts of the electric 
modulus (M' and M″) as a function of frequency at various 
temperatures was studied. From the study it transpired that the 
value of M' increases from the low frequency towards a high 
frequency limit and the dispersion shifts to high frequency as 
temperature increases. However, for the sake of brevity, M'(f) 
and M″(f) plts have not been given in the paper. The Nyquist 
plot of M'' vs. M' at 450oC (Figure 6b) clearly revealed grain 
and grain-boundary peaks. 

Figure 7 shows the log-log plot of ac electrical 

conductivity ( ac ) versus frequency at different temperatures. 

It is observed from these plots (Figure 7) that in low 
temperature regime, ac conductivity increased with increase in 
frequency, thereby indicating dispersion of conductivity with 
frequency. With increase in temperature, dispersion in 
conductivity narrowed and all the curves for different 
frequencies appeared to merge at high temperatures, although 
they didn�t merge completely. The activation energy for 
conduction was obtained using the Arrhenius relationship: 

(a) 

 
(b) 

 
 

Figure 6. (a) & (b) Nyquist plots in the complex impedance and 
electric modulus planes, respectively for BNBT08 sample. 

 

 
 
Figure 7. Dependence of ac conductivity with frequency at 
different indicated temperatures for BNBT08 ceramic. 
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)/exp( TkE Baoac                             (6) 

 
A linear least- squares- fit to the conductivity data to 

Eq. (6) gives the value of the apparent activation energy, Ea.  
The activation energy values for ac conductivity are found to 
increase with the increase in temperature as shown in Table 1. 
It is also observed that ac conductivity-based activation energy 
calculated at high frequency is lower than that at low 
frequency in the same temperature range. This is due to the 
fact that at low frequencies the overall conductivity is due to 
the mobility/transportation of charge carriers over long 
distance rather than  from relaxation/ orientational mechanism, 
in which case charge mobility/ transportation is restricted to 
only the nearest neighboring lattice sites. The results will be 
further corroborated on the basis of hopping conduction in the 
explanations to follow. 

In a bid to extend our frequency-dependent ac 
conductivity study, the Jonscher�s power law as given below is 

to be used: 
 

s
oac A      (7) 

 

where o  is the frequency independent (electronic or 

dc) part of ac conductivity; s (0 ≤ s ≤ 1) is the index; ω is 
angular frequency of applied ac field and A [= πN2e2/6kBT 
(2α)] is a constant; e is the electronic charge; T is the 
temperature; α is the polarizability of a pair of sites and N is 
the number of sites per unit volume among which hopping 
takes place. Such a variation is associated with displacement of 

carriers which move within the sample by discrete hops of 
length R between randomly distributed localized sites. The 
term Aωs can often be explained on the basis of two distinct 
mechanisms for carrier conduction: quantum mechanical 
tunneling (QMT) through the barrier separating the localized 
sites and correlated barrier hopping (CBH) over the same 
barrier. In these models, the exponent s is found to have two 
different trends with temperature and frequency. If the ac 
conductivity is assumed to originate from QMT, s is predicted 
to be temperature independent but is expected to show a 
decreasing trend with ω, while for CBH the value of s should 
show a decreasing trend with an increase in temperature. The 
exponent s has been found to behave in a variety of forms [18-
20]. In general, the frequency dependence of conductivity does 
not follow the simple power relation as given above but 
follows a double power law [18-21] given as  

 
21 SS

oac BA          (8) 

 

where o  is the same as in Eq. (7) i.e., the frequency 

independent (electronic or dc) part of ac conductivity. The 
exponent s1 (0 ≤ s1 ≤ 1) characterizes the low frequency region, 

corresponding to translational ion hopping and the exponent s2 

(0<s2< 2) characterizes the high frequency region, indicating 
the existence of well localized relaxation/re-orientational 
process [21], the activation energy of which is ascribed to 
reorientation ionic hopping. Further, it may be inferred that the 
slope s1 is associated with grain-boundary conductivity 
whereas s2 depends on grain conductivity [22]. In the jump 
relaxation model (JRM) introduced by Funke [18] and 
extended by Elliot [19] to account for ionic conduction in 
solids, there is a high probability for a jumping ion to jump 
back (unsuccessful hop). However, if the neighborhood 
becomes relaxed with respect to the ion�s position, the ion 

stays in the new site. The conductivity in the low frequency 
region is associated with successful hops. Beyond the low 
frequency region, many hops are unsuccessful, and as the 
frequency increases, more hops are unsuccessful. The change 
in the ratio of successful to unsuccessful hops results in 
dispersive conductivity. In the perovskite type oxide materials, 
presence of charge traps in the band gap of the insulator is 
expected. The JRM suggests that different activation energies 
are associated with unsuccessful and successful hopping 
processes. The frequency and temperature dependence of ac 
conductivity resembles that of hopping type conduction. 
Applying JRM to the frequency response of the conductivity 
for the present material, it was possible to fit the data to a 
double power law as given in Eq. (8). The temperature �
dependent variations of the exponents, s1 and s2, are shown in 
Figure 8. From the plots it is manifested that s1 assumes a 
maximum value ~1.06, which may be treated as ~1, keeping in 

Table 1. AC /DC types of conductivity-based activation energies in low and high temperature ranges at different frequencies. 
 

Temperature 
Ranges (OC) 

AC conductivity-based activation energies (in eV) at the 
indicated frequencies 

DC conductivity-based activation 
energies (in eV) at the indicated 

temperature range 
 100 Hz 1 kHz 10 kHz 100 kHz 1 MHz 350OC-450OC 1.2548 
35OC-300OC 0.0739 0.0871 0.0847 0.0639 0.0288 (r2=0.99823) 
r2-values 0.7629 0.9264 0.9117 0.6658 0.5093  
325OC-450OC 0.7300 0.6040 0.1720 0.0855 0.1897  
r2-values 0.8777 0.7135 0.7809 0.7711 0.8675  

 

 
 
Figure 8. Temperature dependence of low (from 100 Hz up to54 
kHz) and high (from 63 kHz up to 1 MHz) frequency hopping 
parameters (s1&s2) of BNBT08 ceramic. 
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view the largely scattered data points in the fitted curves (not 
shown  in the paper for brevity sake). On the other hand, s2 
assumes maximum values ~1.13 with peak appearing near Tm 

(i.e., the anti-ferroelectric/paraelectric phase transition 
temperature). Recent literature has also endorsed that the 
exponent n (or s) is not limited to values below 1 [23,24], but 
no physical explanation to the existence of such a peak could 
be traced out from  the literature.  

Further, hopping conduction mechanism is generally 
consistent with the existence of a high density of states in the 
materials having band gap like that of a semiconductor. Due to 
localization of charge carriers, formation of polarons takes 
place and the hopping conduction may occur between the 
nearest neighboring sites. The low value of Ea may be due to 
the carrier transport through hopping between localized states 
in a disordered manner [25, 26]. The enhancement in 
conductivity with temperature may be considered on the basis 
that within the bulk, the oxygen vacancies due to the loss of 
oxygen are usually created during sintering and the charge 
compensation follows the Kröger -Vink equation [27]: 

1
22

1 2   eVOO oo , which shows that free electrons 

are left behind in the process, making the material n-type. It 
may further be opined that lower high frequency ac activation 
energy than that at low frequency may possibly be due to the 
fact that at low frequencies the overall conductivity is due to 
the mobility/transportation of charge carriers over long 
distance rather than relaxation/orientational mechanism, in 
which case charge mobility/transportation is restricted to only 
the nearest neighboring lattice sites [28]. Since the energy 
required for the relaxation/orientational process is lower than 
that required for mobility of charge carriers over a long 
distance, hence the observed greater activation energy for 
conduction at lower frequency than for higher frequency, as 
referred earlier. In the light of the resulting frequency- and 
temperature-dependent ac conductivity data for BNBT08 
ceramic sample it may be inferred that  the applicability of 
CBH model of hopping is under question even  in the lower 
frequency range (up to 54 kHz) while the JRM has shown its  
applicability in the entire  frequency range. 

In an attempt to find a more acceptable physical 
explanation to the experimental results, it is intended to apply 

Mott�s Variable Range Hopping Conduction Model (VRHCM) 

[29] in future works. However, again the prohibiting condition 
is that the model has shown its suitability only in the lower 
temperature regions. Things are to be seen in the correct 
perception. 

Lastly, the ac conductivity data have been used to 
evaluate the density of states at Fermi level N(EF) using the 
relation [30]: 
 

σac(ω) = (π/3)e2
ωkBT{N(EF)}2α−5{ln( fo/ω)}4              (9) 

 
where e is the electronic charge; fo the phonon 

frequency (= 1013 Hz) and α (= 1010 m−1) is the localized wave 
number. Figure 9 shows the frequency dependence of N(EF)at 
different temperatures. It can be seen that each of the plots 
shows a minimum up to 300OC after which the minimum starts 
disappearing and that the value of N(EF ) decreases with the 
increasing frequency. Further, it is noted that the minima shift 
towards higher frequency side with the increasing value of 
N(EF) due to  rise in temperature. The inset to Figure 9 shows 
temperature-dependent variation of N(EF) at different 
frequencies . The plots show peaks at and near Td and a sharp 
increase beyond Tm and the anomaly is most pronounced at 100 
Hz. The reasonably high values of N(EF) (~1021 eV-1cm-3) 
suggest that the hopping of charge carriers  between the pairs 
of sites dominate the mechanism of charge transport in 
BNBT08. 

Approximate values of dc conductivity of the test 
material were evaluated from the extrapolation of the plateau 
of the σac(ɷ) plots up to ɷ=0  corresponding to 350OC, 400OC 
and 450OC only. For temperature-dependent variation of dc 
conductivity following formula was used: 
 

)/exp()/( TkET Baodc    (10) 

 
from which the slope of the ln(σdc*T) vs.103/T  plot yielded the 
value of activation energy for dc conductivity (Ea) (=1.2548 
eV), as given in Table 1. 
 
4. Conclusions 
 

Polycrystalline ceramic sample of 
(Bi0.5Na0.5)0.92Ba0.08TiO3 (BNBT08) was prepared by a 
conventional high-temperature solid state reaction technique at 
the sintering temperature of 1180C.  The formation of a single 
phase compound is confirmed by X-ray diffraction analysis 
which shows that the BNBT08 material is near morphotropic 
phase boundary composition where rhombohedral and 
tetragonal both phases co-exist. SEM micrograph of the 
sintered ceramic pellet shows dense and homogeneous packing 
of grains. Room temperature dielectric constant and loss 
tangent at 1 kHz are found to be 1100 and 0.105, 
respectively. Longitudinal Piezoelectric charge coefficient 
(d33) of the poled ceramic sample is found to be 112 pC/N. 
The high value of dielectric constant, relatively low loss factor 
and high piezoelectric charge coefficient of the test ceramic 
sample showed the candidature for its usefulness in various 
electronic and other sensor applications. Complex impedance 
and electric modulus spectroscopic analyses showed the 
dielectric relaxation in the material to be of non-Debye type. 
The Nyquist plots and conductivity studies showed the NTCR 
character of BNBT08. The Correlated Barrier Hopping Model 

 
 
Figure 9. Frequency dependence of N (EF) of BNBT08 ceramic 
at different temperatures. Inset shows the temperature dependence 
of N (EF) at different frequencies. 
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(CBHM) (of course with a few modifications and limitations) 
and Jump Relaxation Model (JRM), in low and high frequency 
ranges, respectively, were found suitable  in explaining  the 
mechanism of charge transport in BNBT08. The ac 
conductivity data provided the minimum hopping length, 
apparent activation energy, and density of states at Fermi level. 
Activation/binding energies associated with different types of 
conductivity including hopping type have been evaluated and 
the results have been analyzed in detail. 
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1. Introduction  
 

Copper oxide has two different oxidation states 
namely cupric oxide (CuO) and cuprous oxide (Cu2O). Out of 
these two oxides, Cu2O is an attractive material to the 
researchers because of p-type semiconductor with a direct 
band gap of 2 eV. It finds potential applications due to 
nontoxicicity, abundance and low production cost. Copper 
oxide films were used as humidity sensors, electrochromic 
devices [1] and thin film heterojuction solar cells [2-4]. 
Doping of nickel into copper oxide enhances the p-type 
conductivity by introducing the shallow acceptor level in Cu2O 
[5]. Nickel oxide is also a p-type material since charge transfer 
takes place from nickel vacancies. NiO films also find 
applications such as smart windows and electrochromic 
devices [6, 7]. Yang et al. [8] reported on the copper doped p-
type NiO films for heterojunction diode applications. Miyata et 
al. [9] achieved p-type copper-nickel oxide thin films by RF 
magnetron sputtering using Cu2O - NiO powder targets. He et 
al. [10] have studied the electrochromic properties of  
CuxNi1-xO films deposited by sol-gel dip coating. Chen et al. 
[11] reported the variation of electrical and optical properties 
with the copper doping concentration from 0 to 18.2 at.% in 
the NiO thin films by RF magnetron sputtering process for 
transparent conductor applications. Moghe et al. [12] 
investigated copper doped nickel oxide films grown by spray 
pyrolysis and observed enhanced optical absorption in the 
visible region and decrease in the electrical resistivity. Kikuchi 
et al. [13] reported the structural and electrical properties of 
Ni-doped copper oxide films deposited by pulsed laser 
deposition by varying the nickel concentration from 0 - 20 
at.%. Zhao et al. [14] studied the structural, morphological and 
optical and electrochromic properties of copper doped nickel 
oxide films formed by electrochemical deposition method. In 
the present investigation, an attempt is made in the preparation 
of CuNiO2 films by sputtering of equimolar Cu50Ni50 target 
using RF magnetron sputtering. The films were deposited at 
various substrate bias voltages. The deposited films were 

characterized for chemical composition, crystallographic 
structure, surface morphology and electrical properties. The 
influence of substrate bias voltage on the physical properties 
was systematically studied and the results are reported. 
 
2. Experimental Details 
 

Copper nickel oxide thin films have been deposited 
onto glass substrates by radio frequency (RF) magnetron 
sputtering of equimolar copper nickel alloy (Cu50Ni50) target 
(50 mm dia. and 3 mm thick). The sputter chamber with 50 
liters volume was evacuated using a rotary pump and diffusion 
pump combination to produce base pressure of 5x10-4 Pa. 
Pressure in the sputtering chamber was measured using digital 
Pirani - Penning gauge combination. Argon and oxygen were 
used as sputter and reactive gases during the deposition of the 
films. The sputter and reactive gases were controlled by two 
Aalborg mass flow controllers. The target to substrate distance 
maintained during the deposition was 50 mm. The sputter 
power applied to the target was 100 W by using Advance 
Energy RF generator (13.56 MHz). The films were deposited 
at constant oxygen partial pressure of 2x10-2 Pa, sputter 
pressure of 4 Pa and at various the substrate bias voltages in 
the range from 0 to -90 V. The duration of deposition of the 
films was 90 min. The sputter deposition parameters fixed 
during the growth of the films are given in Table 1. The 
deposited copper nickel oxide films were characterized for 
chemical composition, crystallographic structure, surface 
morphology and electrical properties. The film thickness was 
measured by Veeco Dektak depth profilometer (model 150). 
The chemical composition of the films was determined with 
energy dispersive X-ray analysis (Oxford instruments Inca 
Penta FET x 3) attached to the scanning electron microscope 
(Carl Zeiss, model EVO MA 15). The crystallographic 
structure of the films was analyzed by using the X-ray 
diffraction taken on Bruker D8 Advance Diffractometer using 
monochromatic CuKα radiation source with wavelength λ = 

0.15406 nm. The surface morphology of the films was 

Abstract 
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copper nickel alloy target (Cu50Ni50) at a fixed oxygen partial pressure of 2x10-2 Pa and at different substrate bias voltages in the range from 
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analyzed by atomic force microscope taken on Seiko 
Instruments Inc. (Model SPA 400). The electrical resistivity, 
carrier concentration and carrier mobility of the films were 
determined with an ECOPIA Hall measurement system (HMS 
- 3000 VER 3.51.3).  
 
3. Results and Discussion   
 

The thickness of the deposited copper nickel oxide 
films was measured with depth profilometer in the range from 
800 - 990 nm. The deposition rate of the films was calculated 
from the film thickness and deposition time. Figure 1 shows 
the deposition rate of CuNiO2 films as a function of substrate 
bias voltage (Vb). The deposition rate of the films was highly 
influenced by the bias voltage applied to the substrate during 
its growth. As can be seen that the deposition rate was 11 
nm/min when the films formed on unbiased substrate and 
almost linearly decrease in the deposition rate to 9.2 nm/min 
with increase of Vb to -30 V. At higher substrate bias voltage 
of -60 V it decreased to 9.0 nm/min and remained almost 
constant at higher substrate bias voltage of -90 V. Such a 
decrease in the deposition rate with the substrate bias voltage 
was also reported in aluminum oxide films formed by DC 
reactive magnetron sputtering [15]. The ion energy (E) is 
proportional to the applied negative substrate bias voltage (Vb) 
as given by the relation [16], 

 
E = KVb / P

m ;         0 ≤ m ≤ 1                                (1) 
 

where K is a constant, P the pressure in the sputter chamber 
during the deposition and m a coefficient. According to this 
relation, the ion energy would be proportional to Vb when 
other parameters are kept constant during the film growth and 

the ion flux incident on the growing film was constant because 
of the constant sputtering power of 100 W. Hence increase in 
the Vb caused the enhancement in the adatom mobility and the 
affects the ion bombardment resulting in the ion pining effect 
and subsequent re-sputtering of the films, which may be the 

cause for falling of deposition rate of the films at higher 
substrate bias voltages.  
 
3.1. Energy dispersive X-ray analysis 

Figure 2 shows the representative EDAX spectrum of 
copper nickel oxide films formed on unbiased substrates. The 
chemical composition of the copper nickel oxide films was 
determined by using energy dispersive X-ray analysis. The 
chemical composition of the elements present in the films were 
50.8 at.% of oxygen, 24.0 at.% of nickel and 25.2 at.% of 
copper, which is nearly equal to the elements present in the 
ternary compound of CuNiO2. There was no much variation in 
the chemical composition of the films with the increase of 
substrate bias voltage which indicated that the films were of 
CuNiO2.  
 
3.2. Structural properties   

Figure 3 shows the X-ray diffraction profiles of 
CuNiO2 films formed at different substrate bias voltages 
ranging from 0 to -90 V. It was observed that the films formed 
at unbiased condition showed a weak diffraction peak at 2θ = 

36.60 corresponding to the (111) reflection of Cu2O [JCPDS 
Card no. 77-0199] and a broad peak at 2θ = 41.4

0 corresponds 
to the (002) reflection of CuNiO2 [JCPDS Card no. 06-0720]. 
It indicated that the films formed at unbiased substrates were 
mixed phase of Cu2O and CuNiO2. The broadness of (002) 
reflection of CuNiO2 clearly shows that the grown films were 
nanocrystalline in nature. The (111) orientation related to 
Cu2O disappeared at substrate bias voltages ≥ -30 V. It 
indicated that the films formed at substrate bias voltages ≥ -30 
V were of single phase CuNiO2. Mallikarjuna Reddy et al. [17] 
reported that the improvement of the crystallinity of the DC 
magnetron sputtered NiO films formed at substrate bias 
voltage of -60 V due to the enhancement of the energy to the 

Table 1. Deposition parameters maintained during the 
preparation of CuNiO2 films. 

 
Sputter target                                   :  Cu50Ni50  

Target to substrate distance             :  50 mm 

Ultimate pressure                             :  5×10
-4 Pa 

Oxygen partial pressure (pO2)         :  2×10
-2 Pa 

Sputtering pressure                          :  4 Pa 

Substrate bias voltage (Vb)              :  0 to - 90 V 

Sputter power                                  :  100 W 

Deposition time                               :  90 min 

 

 
 

Figure 1.  Variation of deposition rate with substrate bias voltage 
of CuNiO2 films. 

 

 
 

Figure 2.  EDAX spectrum of CuNiO2 film formed on unbiased 
substrate. 
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molecules which increase the diffusion mobility of the 
sputtered particles. The crystallite size (L) of the CuNiO2 films 
was calculated by using the Debye - Scherrer�s equation [18], 

 
        L = Kλ / β cosθ                                         (2) 

 
where K a constant which is a correction factor for Cu Kα 
radiation with a value of 0.89, β the full width at half 

maximum intensity correspond to the diffraction angle. Figure 
4 shows the variation of crystallite size and full width at half 
maximum intensity of X-ray diffraction peak of CuNiO2 films 
with the substrate bias voltage. It is seen from the Figure that 
the full width at half maximum of the CuNiO2 films decreased 
from 4.16 to 3.54o with increase of substrate bias voltage from 
0 to -60 V, thereafter it increased to 3.68o at higher substrate 
bias voltage of -90 V. The crystallite size of the films 
increased from 2.2 to 2.5 nm with increase of substrate bias 
voltage from 0 to -60 V. At higher substrate bias voltages it 
was decreased to 2.4 nm. The growth of nanocrystalline films 
was due to the adatom mobility on the substrate surface where 
the substrates were maintained at room temperature. It is to be 

noted that the copper doping in NiO increased the crystallinity 
and the nanorods growth of sol-gel dip coated films formed on 
fluorine doped tin oxide coated glass substrates [14].  
 
3.3. Atomic force microscopic studies 

The surface morphology of the CuNiO2 films was 
analyzed with the atomic force microscope. Figure 5 shows the 
three dimensional atomic force micrograph images of CuNiO2 
films formed at various substrate bias voltages. The variation 
in grain size and root mean square surface roughness of the 
CuNiO2 films at various substrate bias voltages are shown in 
the Figure 6. The grain size of the films increased from 80 to 
95 nm with the increase of substrate bias voltage from 0 to -60 
V and then it decreased to 60 nm at Vb of -90 V. Increase in 
the grain size of the films with increase of substrate bias 
voltage was due to the fact that the ion bombardment enhanced 
the surface mobility of the adatoms thereby accelerated the 
nucleation growth and coalescence of nuclei, hence of larger 
size grains. The surface roughness of the CuNiO2 films 
increased from 3.17 to 3.77 nm with increase of substrate bias 
voltage from 0 to -60 V, further increased of Vb to -90 V it 
increased to 4.6 nm.  
 
3.4. Electrical properties 

The electrical properties of the copper nickel oxide 
films were highly influenced by the substrate bias voltage. 
Figure 7 shows the dependence of electrical resistivity of the 
films on substrate bias voltage. The electrical resistivity of the 
films decreased from 67 to 1.5 Ωcm with increase of bias 

voltage from 0 to -60 V. The high electrical resistivity of 67 
Ωcm in unbiased films was due to the growth of mixed phase 

of Cu2O and CuNiO2. The low resistivity at substrate bias 
voltage of -60 V was due to the growth of single phase 
nanocrystalline CuNiO2. Thereafter, it increased to 5.5 Ωcm at 

 
 

Figure 3.  X-ray diffraction profiles of CuNiO2 films formed at 
different substrate bias voltages. 

 

 
 

Figure 4. Variation of crystallite size and FWHM of CuNiO2 

films with substrate bias voltage. 

 

 
 

Figure 5.  Three dimensional AFM images of CuNiO2 films 
formed at various substrate bias voltages: (a) 0 V, (b) -60 V and 
(c) -90 V.  
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higher substrate bias voltage of -90 V. At higher substrate bias 
voltage the increase in resistivity was due to entrapment of 
argon ions in the films [19]. It is to be noted in the literature 
that the electrical resistivity of Ni0.9Cu0.1O films formed by 
pulsed laser deposition showed low value of 0.19 Ωcm [8]. 

Miyata et al. [9] achieved high electrical resistivity of 2x104 
Ωcm in RF magnetron sputtered Cu2O - NiO films with nickel 
concentration of 50 at.% using sintered Cu2O and NiO 
powdered target. Chen et al. [11] achieved electrical resistivity 
of 2x10-2 Ωcm in 0.18 at.% copper doped nickel oxide films 
using NiO � Cu composite target by RF magnetron sputtering 
in pure argon atmosphere. The large variation in the electrical 
resistivity values was mainly due to the difference in the 
composition of the deposited Cu-Ni-O films, the composition 
of sputter target used, and the method of deposition and 
process parameters maintained during the growth of the films. 

Hall measurements showed that the CuNiO2 films 
were of p-type in conductivity.  Figure 8 shows the 
dependence of charge carrier concentration and Hall mobility 
of CuNiO2 films on substrate bias voltage. Hall mobility of the 
films increased from 7 to 19 cm2V-1sec-1 with increase of 
substrate bias voltage from 0 to -60 V, thereafter it decreased 
to 12 cm2V-1sec-1. Similar variation in the Hall mobility was 
also reported by Sujatha et al. [20] in indium tin oxide films 
formed by bias DC magnetron sputtering, where the Hall 

mobility increased up to 0 to -30 V and then decreased at 
higher substrate bias voltage of -70 V. The increase in the Hall 
mobility at low bias voltages was due to the improvement in 
the nanocrystallinity of the films. At higher bias voltages, the 
change in mobility was due to increase in the resistivity of the 
films. The carrier concentration of the films increased from 
1.4x1016 to 2.0x1017 cm-3 with increase of substrate bias 
voltage from 0 to -60 V and it decreased to 9.5x1016 cm-3 with 
increase of substrate bias voltage to -90 V.    
 
4. Conclusions   
 

Nanocrystalline CuNiO2 films were deposited on 
glass substrates by RF magnetron sputtering of Cu50Ni50 target 
at an oxygen partial pressure of 2x10-2 Pa, sputter pressure of 4 
Pa and at various substrate bias voltages in the range from 0 to 
-90 V. The deposited films were characterized for chemical 
composition with energy dispersive X-ray analysis, 
crystallographic structure by X-ray diffraction, surface 
morphology using atomic force microscope and electrical 
properties by Hall measurement system. The substrate bias 
voltage significantly influenced the structural, chemical 
composition, surface morphological and electrical properties 
of the deposited CuNiO2 films. Single phase nanocrystalline 
CuNiO2 films were formed at substrate bias voltage ≥ -30 V. 
Films deposited showed the strong (002) reflection of 
nanocrystalline CuNiO2. The electrical resistivity of the films 
decreased as the substrate bias voltage increased up to -60 V. 
Nanocrystalline CuNiO2 films formed at substrate bias voltage 
of -60 V showed electrical resistivity of 1.5 Ωcm, grain size of 

95 nm, Hall mobility of 19 cm2V-1sec-1 and carrier 
concentration of 2x1017 cm-3.  
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Figure 6.  Variation of grain size and RMS roughness of CuNiO2 

with substrate bias voltage. 

 

 
 

Figure 7.  Variation of electrical resistivity of CuNiO2 films with 
substrate bias voltage. 

 

 
 

Figure 8.  Variation of carrier concentration and Hall mobility of 
CuNiO2 films with substrate bias voltage. 
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1.  Introduction 

 

The separation of double-stranded DNA (dsDNA) 

into single-stranded DNA (ssDNA) is fundamental to DNA 

replication in living organisms. In  vivo, proteins apply forces 

to unzip and stretch DNA within the cell in living organism. In  

vitro, thermodynamically stable dsDNA can be denatured by 

increasing the temperature or by applying a force at one end of 

dsDNA [1-3]. In addition to this, the concentration of salt 

( ) present in the solution plays a crucial role in 

the stability of this molecule [4, 5]. Since the two strands of 

the dsDNA are negatively charged, to neutralize the 

Coulombic repulsion between the phosphates, the cations like 

sodium or magnesium ions are required. The concentration of 

these ions contributes not only to the stability of the molecule 

but also has important role in the folding kinetics of the 

molecule [6]. In recent years, using single molecule force 

spectroscopy (SMFS) experiments, some experimental groups 

have measured the force required to destabilize the dsDNA as 

a function of concentration of salt in the solution [7-9]. These 

experiments are preformed either in constant extension or in 

constant force ensemble. The microscopic features of 

unzipping may vary with the choice of ensemble one choose. 

When the separation between the two bases in a pair is fixed 

and force is allowed to fluctuate, it is CEE [10]. While in CFE, 

the force is fixed and the distance between two bases in a pair 

on which force is applied, is allowed to fluctuate [11]. We 

have investigated the effect of salt present in the solution, on 

the force induced unzipping of a heterogeneous dsDNA 

molecule using Peyrard Bishop and Dauxois (PBD) model [12, 

13]. 

 

2.  The PBD model 

 

The Hamiltonian used in the Peyrard Bishop and 

Dauxois (PBD) model [12], which considers the stretching 

between corresponding bases only is,  

 (1) 

 

where  in eq. 1 denotes the stretching of the hydrogen bonds 

connecting the two bases of the  pair.  represents 

the momentum part of the Hamiltonian and  is the reduced 

mass of a base pair (taken to be same for both A-T and G-C 

base pairs) [14].  is the stacking interaction term or the 

stacking energy, between the two neighboring base pairs, is 

described by the anharmonic potential  

 

 (2) 

 

where  represents the elasticity of a single strand,  is the 

anharmonicity and  is its range. In the stability of the dsDNA 

molecule the role of hydrogen bond is the key factor. With the 

change in the salt concentration of the solution, the 

electrostatic repulsive forces between these negatively charged 

groups change. This affects the overall rigidity of the dsDNA 

molecule and hence the helix to coil transition. The on-site 

potential  describes the interaction of the two bases of 

the  pair. To take care the effect of salt concentration of the 

solution and to study the effect of this on the stretching 

behavior of dsDNA molecule, we modify this Morse potential 

appearing in the model as  as done in Ref. [15, 

16] where  

 

 (3) 

 

 As it was found that melting temperature  varies 

logarithmically with the salt concentration of the solution 

therefore we modify the potential depth D appearing in Morse 

potential as [16, 17]  
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                         (4) 

 

The concentration,  is expressed in moles per liter 

and  is the reference concentration chosen to be 1 mole/liter. 

 is solution constant and we choose its value as 0.01 [16].  

is the solvent interaction term and  is the solvent interaction 

factor, we found  is good choice for our 

calculation [15, 18] 

Using this model Hamiltonian one can study the 

response of dsDNA molecule by defining the canonical 

partition function as,  

 

            (5) 

 

where  corresponds to the momentum part of the partition 

function while the  contributes as the configurational part of 

the partition function. Since the momentum part is decoupled 

in the integration, it can be integrated out as a simple Gaussian 

integral. This will contribute a factor of  in the 

partition function, where  is the number of base pairs in the 

chain. The configurational partition function, , is defined as 

[19],  

 

                     (6) 

 

where  For the 

homogeneous chain one can evaluate the partition function by 

transfer integral (TI) method by applying the periodic 

boundary condition. In case of heterogeneous chain with open 

boundary the configurational part of the partition function can 

be integrated numerically with the help of matrix 

multiplication method. Once the limit of integration has been 

chosen, the task is reduced to discretize the space to evaluate 

the integral numerically. We choose the limits as 

, as the lower and upper limits of the 

integration, respectively. The space is being discretized using 

the Gaussian quadrature formula with number of grid points 

equal to 900. In our previous studies [19], we observed that to 

get precise value of melting temperature ( ) one has to 

choose the large grid points. We found that 900 is quite 

sufficient number for this purpose. As all matrices in eq. 6 are  

 

identical in nature the multiplication is done very efficiently. 

The resulting partition function is used to calculate the free 

energy per base pair from the following relation:  

 

              (7) 

 

The thermodynamics quantities such as entropy , 

specific heat  of the system can be evaluated using the 

following relations: 

 

              (8) 

 

3.  Force induced transition 

 

We take a heterogeneous chain having sequence as  

5’-TACTTCCAGTGCTCAGCGTA-3’  and we repeate this 

sequence to make chain of 1000 base pairs. As the GC and AT 

base pairs have different bond strengths (  1.5 times), the 

heterogeneity in the model can be introduced via the Morse 

potential. Different values are found in the literature for the 

model parameters [2,13,18,20,21], we choose these as 

 

 and  With these parameters, 

the melting temperature  is about 350 K. The force induced 

unzipping is studied at 300 K, at these parameters chain will 

not open due to thermal fluctuation. We study the mechanical 

unzipping in two different ensembles, constant force and 

constant extension ensemble. 

 

3.1. Constant force ensemble 
In this ensemble the force is applied on the one end of 

the strand at constant rate keeping other end fixed. The 

modified Hamiltonian under the applied force can be written 

as  

 

                                           (9) 

 

where  is the force applied to the one end and  is the 

extension due to this applied force. This approach may be 

more close to what happen in  vivo, i.e. the strand separation in 

cells. For homopolymeric DNA, the unzipping transition is 

smooth with the constant applied rate once the constant 

applied force exceeds the threshold for separating the single 

base pairs. However, for heterogeneous chain, the transition 

from double stranded to single stranded is not smooth, but 

having several pauses and jumps depending on the distribution 

of weak (AT) and strong (GC) pairs.  

Using free energy calculation as function of force we 

calculate the critical force. Figure 1 represents the variation in 

free energy with applied force at a particular salt concentration 

of 0.0621 M. The kink in the free energy curve correspond to 

the transition from dsDNA to ssDNA configuration. 

 

3.2. Constant extension ensemble 
  We investigate the mechanical response of the 

molecule in the constant extension ensemble (CEE). In this 

ensemble, the separation between the end base pair of one of 

the ends in the dsDNA molecule is kept fixed. Average force 

needed to keep this separation is measured [10] by evaluating 

the change in free energy in displacing the first (end) base pair 

from a position to its next. The work done in stretching the 

base pair  to  distance apart is  

 
 

Figure  1. Variation in free energy and specific heat as function 

of force for salt concentration of 0.0621 M, with the value of D is 

0.076. 
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            (10) 

 where  

             (11) 

 

and  is the partition function corresponding to unperturbed 

state. The force  as a function of extension  of first base 

pair, is found from the relation,  

 

                                     (12) 

  

  We plot the value of  as a function of extension 

 at temperature 300 K with salt concentration of 0.621 mM. 

We see from Figure 2 that at beginning a very high force is 

required to initiate the unzipping of the chain. This force is 

known as peak force. We calculate the peak force as well as 

the critical force required to unzip the chain. In all the cases 

we apply the force on the 3’ end of the chain.  

In CEE, we investigate the effect of salt concentration 

on the peak force in addition to the critical force. The variation 

in peak force with salt concentration is shown in Figure 3. The 

dependence of peak force on the salt concentration is in the 

same manner as for the critical force.  

We calculated  and  at ten different salt 

concentrations 0.030 M, 0.045 M, 0.069 M, 0.119 M, 0.220 M, 

0.268 M, 0.400 M, 0.518 M, 0.621 M & 1.02 M as for these 

concentrations the experimental values are available [9]. From 

Figure 4 we observe that the variation in critical force with salt 

concentration is having good match with the experimental 

values except the low salt concentration. We found that by 

increasing the salt concentration the critical force increases, or 

ions make the strand stronger. 

 

4.  Conclusions 

 

We investigate the role of salt present in the solution 

on mechanical unzipping behavior of heterogeneous dsDNA 

molecule. With the suitable modifications in the PBD model, 

we observe the dependence of critical force of the system on 

the concentration of  or  present in the solution. We 

found that the force required to unzip the chain varies non-

linearly with the salt concentration of the solution. As 

predicted by Manning’s counterion condensation theory [22], 

there is a layer of condensed counter ions on the DNA surface 

that neutralises the phosphate charges so that the electrostatic 

repulsion of inter-strand decreases and the interaction of 

hydrogen bond increases. This simply means that system needs 

more force to unzip the dsDNA molecule. The critical force 

and the peak force is found to vary with salt concentration. The 

addition of salt in the solution basically shields the repulsion 

between the phosphate groups in the dsDNA chain which, in 

result, needs more force to unzip the chain. We found that the 

dependence of critical force on salt concentration is in same 

manner in both the ensembles, and the results are in good 

agreement with the experimental observations [9]. 
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Figure  2.  as a function of extension  at temperature 

 with salt concentration of . Figure shows the 

variation in peak force and in the critical force with extension.  

 

 
 

Figure  3. The graph showing the variation in peak force  as a 

function of salt concentration of the solution. 

 

 
 

Figure  4. The graph showing the variation in critical force  as 

a function of salt concentration of the solution in both ensembles, 

Constant force and constant extension ensemble. 
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1. Introduction 

 

It is well established that an anomalous behaviour is 

observed in many Cerium, Ytterbium, Uranium or other 

anomalous rare-earth (Europium, Samarium, Praseodymium 

and Thulium) and actinide (Neptunium and Plutonium) 

systems. There are different anomalous behaviours observed in 

such systems. A very important case concerns the intermediate 

valence systems, where the number of electrons are 

generally not an integer and vary with the external pressure or 

the matrix concentration, like in the famous phase diagram of 

Cerium metal [1-6] or in  alloys [7] or 

 [8]. Another interesting and well studied case 

concerns the so-called Kondo systems, which have a valence 

or a number of electrons close to an integer. However, 

there is an anomalous behaviour due to a strong  

hybridization. The Kondo systems have been studied 

experimentally and theoretically after the first explanation of 

the resistivity minimum of magnetic dilute alloys by Kondo 

[9] and the exact solution obtained within the normalization 

group technique for the single Kondo impurity [10].  

In the case of lattice, there exists a strong competition 

between the Kondo effect and the magnetic order in many 

compounds or concentrated alloys containing rare-earths or 

actinides. This strong interplay between the Kondo effect on 

each site and the magnetic ordering arising from the 

Ruderman-Kittel-Kasuya-Yosida (RKKY) interaction between 

rare-earth atoms at different lattice sites is described earlier by 

the Doniach diagram [11], which gives the variation of the 

N el temperature and of the Kondo temperature with 

increasing antiferromagnetic (AFM) intrasite exchange 

interaction  between localized spins and conduction electron 

spins. It is well known that the ordering temperature  is 

increasing initially with increasing , then passes through a 

maximum and tends to zero at a critical value  

corresponding to a quantum critical point (QCP) in the 

Doniach diagram. Such a behaviour of  has been 

experimentally observed with increasing pressure in many 

Cerium compounds, such as  [12] or  [13]. A 

similar effect has been observed in  [14] or in related 

Ytterbium compounds, where the N el temperature starts 

from zero at a given pressure and increases rapidly with 

pressure, because pressure has an opposite effect in Ytterbium 

compounds than in Cerium compounds.  

The dynamic spin susceptibility , which is 

related to the inelastic neutron scattering cross-section, gives 

important information about the low energy excitations of the 

system. In this work, we apply random phase approximation 

(RPA) theory [15] to calculate dynamical longitudinal 

magnetic susceptibility of conduction electrons in the Kondo 

model. The magnetic excitation in HF system provides 

valuable information for the nature HF states in  and 

Uranium compounds [15]. Aeppli et. al. [16] performed 

neutron scattering measurements on  which is a typical 

HF compound with an exceptionally large specific heat 

constant at low temperatures [17, 18]. The cross-section of the 

inelastic scattering for  is proportional to Im 

, where  is the dynamical spin susceptibility. Some 

authors [19-23] have calculated  in Anderson model 

applying  method, where  is degeneracy of electrons. 

In above model, they could explain the Kondo peak but could 

not explain the f-electron correlation interaction peaks. In their 

calculation, they assumed f-f Coulomb interaction (U) to be 

infinity.  

In the present work, we attempt to study the interplay 

between the Kondo effect and short range f-f correlations 

within the mean-field approximation. Therefore, we 

investigate the momentum and frequency dependent dynamical 
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spin susceptibility  for HF systems. In particular, we 

compare the formation of the resonant spin excitations 

(resonance peaks) with the resonance peak in the inelastic 

neutron scattering (INS) experiment. For this purpose, a model 

Hamiltonian is formulated in section 2. The mean- field Kondo 

parameter  and magnetic correlation parameter  are 

calculated by minimizing the free energy of the systems. The 

calculation of dynamic spin susceptibility  is presented 

in section 3. Finally, the results and discussion are presented in 

section 4 and conclusions in section 5.  

 

2.  Formalism 

 

The Kondo lattice model is the standard model to 

describe the HF systems. In this standard notation the model 

Hamiltonian [24-28] can be written as:  

 

 

                                                        (1) 

 

The first term describes a half-filled band of 

conduction electrons of energy , with  as 

chemical potential and   are the annihilation 

(creation) operators of conduction electrons. The second term 

represents the intrasite Kondo exchange interactions between 

the spin-half local moments  and the conduction electron 

spin  (with Pauli matrices ) at site  and  

is Kondo coupling parameter. The third term is the Heisenberg 

interaction and  is the interaction between the nearest 

neighbour spins and  for ferromagnetic and  for 

antiferromagnetic states. The last term represents the localized 

f-electron energy, where  is the position of the f-electron 

level with respect to the Fermi level and  are the 

annihilation (creation) operators of f-electrons at site .  

In low temperatures phase, within the mean-field 

approximation (MFA), the excitations are weakly 

hybridized with conduction band and form Kondo 

hybridization with renormalized bands. Whereas, at high 

temperatures, excitations are completely decoupled from 

the conduction band. Both the complete decoupling found at 

high temperatures and the sharp phase transition are 

unphysical artifacts, but are expected to be corrected by 

treatments that incorporate the effects of fluctuations [29]. 

Although fluctuation effects are expected to yield important 

corrections to the MFA, we expect that the qualitative nature 

of the mean-field state would be maintained. Hence, within the 

MFA simillar to that used by Coleman and Andrei [30], the 

mean-field Hamiltonian is derived as:  

 

 

                                                      

(2) 

 

The two mean-field parameters are  and 

, where  describe the intrasite Kondo correlation 

and  represents an inter-site correlation between the f-

electrons of two neighbouring atoms. Within this mean-field 

approximations, the effective c-f hybridization appears as 

 and the renormalized f-electron position appears 

as , where  with  are the 

nearest neighbour coordination number and the conduction 

band width respectively. Thus, the Heisenberg coupling 

introduces a finite band width to the dispersion less f-electron 

position , while the Kondo coupling  acts as the 

hybridization between the conduction band and the effective f-

electron band. The temperature dependent two mean field 

parameters the Kondo singlet  and correlation  and 

expression for the chemical potential  which are given in 

[31]. Then, the temperature dependence of  ,  and 

 can be calculated self consistently. When  equals to 

zero, the correlation function  becomes also zero, in 

our mean- field approximation. The temperature at which  

equals to zero, corresponds to the real Kondo temperature . 

Similarly, the temperature  at which  becomes zero, 

corresponds to the temperature at which short range magnetic 

correlation (for nearest neighbours) disappears.  

 

3.  Calculation of susceptibility  

 

It is assumed that the solid is not in magnetic state 

(i.e. either ferromagnetic or anti-ferromagnetic). A weak 

magnetic field may change the magnetization and produce a 

linear response of the system. The dynamic longitudinal wave 

vector dependent magnetic spin susceptibility based on RPA 

theory is given by  

 

                           (3) 

 

where the z-component of magnetization  is given in 

terms of annihilation (creation) operators  of the 

conduction electrons.  

 

 

                           (4) 

 

The susceptibility reduces  

 

                                         (5) 

 

where  is Bohr magnetron and , for  to , 

are the Fourier transformed two particle Green’s functions 

which are defined by  

 

 

 

                                                                                   (6) 

 

The new two particle operator  and  are defined 

as 

    

                                         (7) 

 

The Green’s function  is coupled to other 

three Green’s functions  with  to  and the 

coupled equations are solved to find the value of  

as . Hence, the longitudinal dynamic spin 

susceptibility  can be written as 
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                                         (8) 

 

here ,  etc are written as  

 

 

 

   
                           (9) 

 with  

 

 

 

 

Further the electron occupation numbers are defined as  

 

          (10) 

  

and  

                                                    (11) 

 

 with  

 

          (12) 

 

  

                        (13) 

 

where the Fermi function in general can be written as 

 where  and  with . 

The very weak magnetic moment of slow neutron interacts via 

dipole-dipole interaction with the spin magnetic moment of the 

electrons in solid. This interaction leads to enhanced neutron 

scattering from the magnetic system. The inelastic cross-

section for the magnetic neutron scattering from a solid system 

may be written in the form of the spin density correlation 

function  for a wave vector  and frequency  of the 

applied field. The dynamic spin susceptibility is given by 

  

                        (14) 

 

where  is finite width provided to the frequency to observe 

the resonance peaks. At , there can be no loss of energy 

so that Real  and any instability which 

occurs, then provides the signature of an instability in the 

ground state of the system. Thus the neutron scattering can be 

used as a direct experimental probe into the spectrum of the 

magnetic excitation of the system. The spin susceptibility 

 is calculated in the limit of small wave vector . In 

this limit  where the velocity 

 is the velocity of the conduction electron near 

Fermi surface. The parameters involved in the calculations are 

the Kondo coupling , Heisenberg coupling , position 

of f-level , chemical potential , energy due to wave 

vector , temperature , frequency  and 

spectral width . These quantities are scaled with respect to 

conduction band width . So, the parameters become 

dimensionless and are given by  

 

 

 

 

 

4.  Results and Discussion 

 

We have calculated real  based upon our 

model Hamiltonian given in Eq. (1). The temperature variation 

of Kondo singlet parameter  and magnetic correlation  are 

solved self-consistently and are shown inset of in Figure 1. 

The Kondo coupling  and the correlation coupling 

 are so chosen that the reduced Kondo temperature 

 and the reduced correlation temperature 

. The condition that  is satisfied for most of HF 

systems as observed by experiments i.e , 

 for , ,  for  [32] 

and  in  [33, 34] 

and  in [33].  

The inset of Figure 1 shows that there is a very strong 

interaction between these two mean- field parameters,  and  

at low temperatures in their co-existence phases. The 

correlation parameter  is suppressed at low temperature after 

performing the self-consistent solutions. The position of 

level is fixed above the Fermi level at . The 

temperature dependence of  and  are used for calculating 

temperature dependence of magnetic susceptibility  as 

shown in Figures 1 to 5. The dynamic longitudinal spin 

susceptibility is calculated within RPA to study the correlation 

and Kondo effect in HF systems. The Kondo correlation co-

exists with the correlation at lower temperatures . The 

pure f-electron correlation exists for the temperatures 

 and paramagnetic phase exists for . In order 

to investigate the two co-operative phenomena like the Kondo 

state and the magnetic state through the temperature 

dependence of dynamic spin susceptibility, we apply the the 

temperature    dependence    results  of    and .   The  

 
 

Figure   1. The temperature dependence of real part of spin 

susceptibility  for the different values of neutron 

frequency  and the 

self-consistent plots of  vs.  and  vs.  for level position 

, the Kondo coupling  and the correlation 

coupling .   
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temperature dependent of dynamic spin susceptibility  

are discussed in based on the Figure 1 to Figure 5. 

The velocity ( ) of conduction electron near Fermi 

surface is in order of  

 in heavy fermion systems (HFS) 

 respectively [37] and the Fermi 

wave vector  is in order of  to  [38]. So, at 

present, we consider the phonon momentum transfer energy 

 i,e  [37, 38]. During 

the numerical calculation the reduced phonon energy 

 and spectral width  to frequency are 

considered. The temperature variation of  for different 

reduced frequencies  to  for low 

frequencies  are shown in Figure 1 indicating that the 

susceptibility is enhanced with the increase of frequencies. 

This behaviour is observed experimentally for heavy fermion 

systems (HFS) like  [39, 40] for frequencies in 

order of  throughout the temperature range in ultrasonic 

measurement. For a fixed value of frequency, the susceptibility 

nearly remains constant at low frequencies in the f-electron 

correlation phase. However, with increase of temperature 

beyond magnetic correlation temperature , the 

susceptibility monotonically decreases in the paramagnetic 

phase showing mean field behaviour. As the temperature 

decreases below the Kondo temperature , the susceptibility 

decreases to  in the Kondo phase. Since a sharp anomaly is 

seen at  for the susceptibility, there is possibility of 

magneto-striction effect due to the onset of the magnetic 

correlation. Lin et al. [39] have observed this type of signature 

in anti ferromagnetic (AFM) ordering through the ultrasound 

measurement. Since, in the Kondo singlet phase, localized 

electrons are hybridized with the conduction electrons, 

thereby decreasing the itinerant character of the conduction 

electrons. 

When phonon of wave vector  is coupled to the 

conduction electrons, the conduction electron dispersion is 

modified to  for the spin susceptibility in the solids. This 

energy dispersion  can be expanded in the long wave 

length limit near the center of Brillouin zone boundary. As a 

result we find , where  

is the velocity of electron near the Fermi level. So, the energy 

due to phonon transfer is . The effect of phonon 

transfer energy to the conduction electron band narrows down 

the conduction band and results in the reduction of the 

conduction band width. Thus, the phonon coupling to the 

conduction band is weakened. When phonon transfer energy 

 
 

Figure   2. The plots of  Vs.  temperature  for level 

position , Kondo coupling , correlation 

coupling ,for different reduced phonon energy 

.   

 

 
 

Figure   3. The plots of  vs. reduced temperature  for Kondo 

coupling , correlation coupling , and 

reduced phonon energy  for different level 

position  and .  

 

 
 

Figure   4. The plots of  vs. reduced temperature  for level 

position , f-electron coupling , for different 

Kondo coupling  and .   

 

 
 

Figure   5.  The plots of  vs. reduced frequency  for level 

position , Kondo coupling , for different f-

electron coupling  and .  
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 increases from  to  in the low frequency 

range ), the susceptibility is suppressed due to 

weakening of EP coupling throughout the temperature range 

(see Figure 2). The phonon transfer energy has no effect on the 

correlation temperature  and the Kondo temperature .  

The effect of position of bare f-electron level with 

respect to the Fermi level  on the temperature 

dependence of spin susceptibility is shown in Figure 3. As 

level position moves away from the Fermi level to higher 

energies, the formation of Kondo singlet is weakened. As a 

result, the Kondo temperature  decreases as shown in the 

self consistent plots of temperature dependent of  and 

 as shown inset of Figure 3 with very small decrease in 

. This is reflected in the temperature dependent spin 

susceptibility with the change of position of level. With the 

increase of level position from  to , the 

spin susceptibility is suppressed in the magnetic correlation 

phase for temperature . However, the spin 

susceptibility is enhanced in the Kondo singlet region at low 

temperature  resulting in the reduction of Kondo 

temperature . It is to note further that the Kondo region will 

vanish, when level position will move far away from the 

Fermi level, finally . In paramagnetic phase , 

the susceptibility does not change. 

Figure 4 depicts the plots of  versus the 

temperature for the different values of the Kondo coupling 

 and . As the Kondo coupling  

increases for the given c-f hybridization, the Kondo singlet  

decreases and hence the Kondo temperature . The increase 

of this coupling also enhances the correlation  in the 

temperature range  in the correlation phase. 

This is reflected in the measurement of spin susceptibility. Our 

result is in good agreement with specific heat measurement by 

Peres et al. [41]. 

The effect of correlation coupling  in the 

temperature deprndence of spin susceptibility in shown in 

Figure 5. The effective f-electron band width is 

, where  with  are the nearest neighbour 

coordination number and the conduction band width 

respectively. For a given , as the f-electron coupling  

increases from  to , the magnetic correlation  

decreases in the temperature range without change of 

correlation temperature . But, it enhances the Kondo 

singlet as well as the Kondo temperature. The increase of 

correlation coupling decreases the susceptibility in Kondo 

correlation phase . Coqblin et. al. [42] have shown 

three different regimes for different sets of values of 

correlation coupling  and occupation number . They 

have not studied the interplay of Kondo effect and f-electron 

correlation. Here, we study that increase of correlation 

coupling  increases the Kondo temperature . 

 

5.  Conclusions 

 

Based on the model Hamiltonian described in Eq. 1, 

we have earlier investigated the Raman spectra, the modified 

BCS theory of HF superconductivty, the interplay of the 

Kondo effect and superconductivity, the anomalies in specific 

heat and the spectral density function in HF systems [25-28, 

31]. The same microscopic theoretical model [25-28, 31] is 

applied here to study the frequency and temperature 

dependence of longitudinal spin susceptibility. The Kondo 

correlation and magnetic correlation are treated here within the 

mean-field approximation for which temperature dependent 

Kondo parameter , the correlation parameter  are solved 

self-consistently. The two particle Green’s functions involved 

in the calculation of , are calculated by Zubarev’s 

method [35]. The frequency and temperature dependent spin 

susceptibility  for different Kondo coupling  and 

magnetic correlation coupling  are studied and their effect 

on  is presented in this paper in detail. Hence, the interplay 

between Kondo effect and magnetic correlation is studied 

extensively. It is observed that the correlation coupling 

strength enhances the correlation parameter as well as the 

correlation temperature, while suppressing the Kondo 

parameter and Kondo temperature. On the other hand, the 

Kondo coupling enhances the Kondo effect with increase in 

Kondo temperature, while suppressing the correlation effect 

and correlation temperature. The present calculation of spin 

susceptibility exhibits interplay of the Kondo effect and the 

correlation interaction which is displayed by the inelastic 

neutron scattering measurements [20, 22]. The two peak 

structure corresponding to the Kondo effect and the correlation 

interaction are reported by Citro et. al. [36] for their model 

calculation of specific heat and static magnetic susceptibility. 
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1. Introduction 

 

Spinel structure of crystalline materials has many 

degrees of freedom available which can tune physical 

properties. Spinel ferrite is an important class of mixed-metal 

oxides in spinel families which has the general chemical 

formula AB2O4 (A site = divalent cations and B site = 

Trivalent Fe ions). Cobalt ferrite (CoFe2O4) is a well known 

hard ferrimagnetic materials in its bulk form which crystallizes 

in mixed spinel structure with space group . Its 

empirical formulae is (Cox
2+

Fe1-x
3+

)[Co1-x
2+

Fe1+x
3+

]O4 where 

round and square brackets indicate A and B sites respectively 

and x depends on preparation conditions [1]. The antiparallel 

alignment of magnetic moments of A-site with B-site is 

coupled by superexchange interaction through the O
2-

 ions 

which induce ferrimagnetism [2]. It exhibits high coercivity, 

moderate saturation magnetization and good chemical stability 

[3].  Hence this material is a promising candidate for 

technological applications at room temperature such as 

memory devices, drug delivery, cancer treatment, medical 

diagnosis and high frequency applications etc. [4-9]. 

The cubic CoFe2O4 has large magneto crystalline 

anisotropy energy with positive anisotropy constant [10-12]. 

The large magneto crystalline anisotropy energy in this 

material is mainly attributed to the Co
2+

 ions on the B sites. It 

is a hard magnetic material as it has large multiaxial positive 

magneto crystalline anisotropy constant. This property can be 

tuned by substituting A site and/or B site by different transition 

and/or nontransition elements.  

There are several substitutions of transition elements 

(Mn, Cr, Ga etc.) in Fe site [13-15].  However, according to 

our knowledge there is lack in the detailed comparative study 

on magnetic and nonmagnetic substitution in CoFe2O4 and its 

influence on magnetic anisotropy of these materials. As ionic 

sizes of Al
3+

 and Cr
3+

 are comparable to Fe
3+

 ions, doping 

these cations will leave the material with magnetic defects 

without changing its crystal structure. It is expected that 

doping of nonmagnetic Al
3+ 

ion will affect the superexchange 

interactions more significantly than that of Cr
3+ 

ion. The 

magnetic properties of Aluminium substituted cobalt ferrites 

have been reported by various groups [16-17]. Recently 

Ranvah et al. [17] synthesized the aluminium substituted 

cobalt ferrite by ceramic route and found that magneto 

crystalline anisotropy constant decreased with the increasing 

annealing temperature. Kwang et al. [18] synthesized the 

chromium substituted cobalt ferrite by micro-emulsion method 

and found that magnetic parameters decreased with the 

increase in Cr ion concentration. According to our knowledge, 

there is no report in detailed study on crystal structure and its 

correlation of the physical properties with different types of 

dopants. In this report we have compared the properties of 

CoFe1.5Al0.5O4 and CoFe1.5Cr0.5O4 samples. 

   

2. Experimental Details 

 

Nanocrystalline powder samples CoFe1.5Al0.5O4 and 

CoFe1.5Cr0.5O4 were synthesized by the citrate precursor 

method. Cobalt nitrate (Co(NO3)2.6H2O), Iron nitrate 

(Fe(NO3)3.9H2O), Aluminium nitrate (Al(NO3)3.9H2O), 

Chromium nitrate (Cr(NO3)3.9H2O) and Citric acid 

(C6H8O7.H2O) with 99.9% purity were used as starting 

materials. The details about method of preparation are 

followed as in ref. [19]. The resulting materials were annealed 

at 200 
0
C and 600 

0
C for 2 hours at each temperature.  

Literature survey shows that cobalt ferrite (CoFe2O4) samples 

starts nucleation at 200 
0
C i.e. samples are in amorphous phase 

annealed below 200 
0
C. Also, samples annealed above 600 

0
C 

are   in   bulk   phase   and   do   not   show any nanocrystalline  

Abstract 

 

Nanocrystalline CoFe1.5Al0.5O4 and CoFe1.5Cr0.5O4 have been synthesized by the standard citrate precursor method. Crystal 

structure and phase purity have been studied by X-ray powder diffraction method. All the XRD Patterns have been analyzed by Rietveld 

refinement technique using the  space group. Magnetic hysteresis loops measurement has been carried out at room temperature using 

a vibrating sample magnetometer (VSM) over a field range of ± 1.5 T. It has been observed that the saturation magnetisation, remanant 

magnetisation and magnetocrystalline anisotropy constants are larger in Cr substituted sample than that of Al substituted one irrespective of 

the particle size (almost same for both samples). The magnetic data in high field region have been analyzed by employing law of approach 

to saturation (LA) technique. The anisotropy constants have been obtained from the LA analysis and found to be dependent upon crystal 

structure parameters, crystallite sizes, bond lengths and bond angles. The coercivity is lower in Cr substituted sample than that of Al 

substituted one. 

 

Keywords: Spinel; Ferrite; Magnetic anisotropy; XRD; Rietveld 

 

mailto:mano@iitp.ac.in


 

2 

 

Cognizure 

© Cognizure. All rights reserved.                                                                                 www.cognizure.com/pubs 

 

 

Physics Express                                                Phys. Express 2013, 3: 21 

 

properties. Hence, we have chosen these two temperatures to 

prepare the nanocrystalline samples for the present study. The 

crystalline phase of the annealed samples was identified by the 

powder X-ray diffraction method (Rigaku Miniflex) using Cu 

Kα radiation. The compositional analysis has been carried out 

by EDS (Energy-dispersive spectroscopy) using the Hitachi 

S4800 Field Emission Scanning Electron Microscopy (FE-

SEM). Surface morphology and particle size distribution was 

analysed by FE-SEM image. The magnetic hysteresis loops 

were recorded at room temperature (300 K) by using a 

LakeShore (Model No. 7410) Vibrating Sample Magnetometer 

(VSM). The maximum field of ± 1.5 T was used for this 

measurement.  

 

3. Results and Discussion 

 

3.1. Structural analysis 

XRD patterns of the samples CoFe1.5Al0.5O4 and 

CoFe1.5Cr0.5O4 (annealed at 200
 0

C and 600
 0

C) are shown in 

Figure 1 and 2 respectively. All the XRD peaks have been 

indexed to  space group with cubic symmetry. The XRD 

patterns for the samples annealed at 200 
0
C shows very broad 

peaks which indicate the small crystallite size of the particles. 

The XRD patterns of the sample annealed at 600 
0
C shows an 

improvement in the sharpness of the XRD peaks due to 

increase in the crystallinity.  

All XRD patterns have been analyzed by employing 

Rietveld method with the help of Fullprof Suite 2011 release 

programme [20]. XRD patterns along with Rietveld refinement 

for the samples CoFe1.5Al0.5O4 and CoFe1.5Cr0.5O4 (annealed at 

600 
0
C) are shown in Figure 3 & 4 respectively. The allowed 

Braggs positions for the  space group are marked as 

vertical lines. All the observed peaks are allowed Bragg 2θ 

positions. The typical fractional positions and isothermal 

parameters of the atoms are given in Table 1 and 2 for 

CoFe1.5Al0.5O4 and CoFe1.5Cr0.5O4 respectively. Cation 

distributions are listed in Table 3. The oxygen positions (x = y 

= z) was taken as free parameter, however all other atomic 

fractional positions were taken as fixed. Lattice constant, 

isothermal parameter, occupancy, shape parameters and scale 

factor were taken as free parameters during the fitting. 

Background was corrected by pseudo voigt function. 

 
 

Figure 1. XRD patterns of the sample CoFe1.5Al0.5O4 annealed at 

200 0C and 600 0C. 
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Figure 2. XRD patterns of the sample CoFe1.5Cr0.5O4 annealed at 

200 0C and 600 0C. 
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Figure 3. Rietveld refined XRD pattern for the sample 

CoFe1.5Al0.5O4 annealed at 600oC. Solid circles represent 

experimental points and the solid line represents Rietveld refined 

data. The bottom line shows the difference between the 

experimental and refined data. The marked 2θ positions are the 

allowed Bragg peaks. 

 

 
 

Figure 4.  Rietveld refined XRD pattern for the sample 

CoFe1.5Cr0.5O4 annealed at 600oC. Solid circles represent 

experimental points and the solid line represents Rietveld refined 

data. The bottom line shows the difference between the 

experimental and refined data. The marked 2θ positions are the 

allowed Bragg peaks. 
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Occupancy variation shows that Al
3+

 and Cr
3+

 occupy both 

tetrahedral and octahedral sites. So, the present samples are in 

mixed spinel structure. The refined lattice parameters and the 

unit cell volume are listed in Table 4. The lattice parameters 

are comparable to that of literature values [21].       

The analysis of the crystallite size has been carried 

out using the broadening of the XRD peaks. Peak broadening 

comes from several sources i.e. instrumental effect, finite 

crystallite size and strain effect within the crystal lattice [22]. 

A complete expression used in Rietveld method [20] is defined 

as, 

 

FWMH
2
 = (U+D

2
ST) (tan

2
θ) +V (tanθ) +W+IG/cos

2
θ          (1) 

 

where U, V and W are the usual peak shape parameters, IG is a 

measure of the isotropic size effect, DST is the coefficient 

related to strain. The calculated crystallite size is enlisted in 

Table 4. 

 

3.2. Elemental analysis 

The FE-SEM image of the samples and the 

corresponding particle size distribution histogram with 

Gaussian fit has been shown in Figure 5(a), (b), (c) & (d). The 

image shows that the majority particles are spherical in shape 

and distributed homogeneously. The average size of the 

majority of particles in the sample CoFe1.5Al0.5O4 and 

CoFe1.5Cr0.5O4 (annealed at 600 
0
C) are in the range of 20-22 

nm observed from the particle size distribution histogram. 

These values are close to the crystallite size (15.2 & 18.1 nm) 

obtained by XRD analysis. So, we conclude that particles are 

in the range of single domain size as crystallite size and 

particle size are same. The EDS spectrums of present samples 

have been shown in Figure 6(a) & (b). The EDS pattern 

indicates the presence of respective elements in the samples. 

There are no extra peaks except the Au peak. The gold peak is 

due to the thin coating of gold on the sample surface to make it 

conducting for FE-SEM measurements. We have not observed 

any contamination in the samples although the starting 

materials have 0.1% impurity. As 0.1% impurity is due to the 

presence of many compounds in the starting material, which is 

below the resolution of EDS.   

  

3.3. Magnetic studies 

The room temperature hysteresis loops for the 

samples CoFe1.5Al0.5O4 and CoFe1.5Cr0.5O4 (annealed at 600 
0
C) are shown in figure 7(a) and (b) respectively. The positive 

remanent magnetisation (Mr) was obtained from hysteresis 

loop at H = 0. The coercivity field (-ve value in H axis) was 

obtained from hysteresis loop at M = 0. The remanent 

magnetization (Mr) and coercivity (Hc) are listed in Table 5 for 

both samples.  

Magnetization at saturation has been analyzed by the 

“Law of Approach (LA)” to saturation which is described by 

the dependence of magnetization M on the applied magnetic 

field for H>>Hc. The magnetization near the saturation Msfit 

can be written as [23], 

                              H
H

b
MM Sfit 










2
1

             

(2)                                                        

where,

 
22

2

1

105

8

SfitOM

K
b


  , M is the magnetization, H is the 

applied magnetic field, MS is the saturation magnetization, μo 

is the permeability of the free space, K1 is the cubic anisotropy 

constant and the term κH is known as the forced 

magnetization. The forced magnetization is caused by a linear 

increase in the spontaneous magnetization especially at high 

fields. The numerical coefficient 8/105 applies to cubic 

anisotropy of random polycrystalline samples. In general, the 

forced magnetization term was found to be necessary to fit the 

hysteresis curves at higher temperatures and higher fields, 

hence in the present case it has been neglected. Hence, Msfit 

and K1 are the only fitting parameters in the equation (2).  

In the present samples the experimental data [M-H 

curve] above than 1T (high field parts) is fitted to equation 2. 

Typical fitting curve to LA are shown as inset in Figure 7 (a) 

& (b) for the samples CoFe1.5Al0.5O4 and CoFe1.5Cr0.5O4 

(annealed at 600
o
C) respectively. The values of Ms and b are 

obtained from fitting and, cubic anisotropy constant (K1) was 

calculated using the equation,  

 

 81051 bMK Sfito                                 (3) 

 

The estimated value of Msfit and K1 are enlisted in 

Table 4. Value of saturation magnetization and K1 in sample 

CoFe1.5Cr0.5O4 is greater than that of CoFe1.5Al0.5O4 and it can 

be explained as follows: The analysis of both samples 

magnetic   hysteresis   loops   show   that   there   are  magnetic  

 

Table 1. Values of fractional atomic coordinates and isothermal 

parameters for the sample CoFe1.5Al0.5O4 (annealed at 600 0C). 

 

Atoms      x     y     z    Biso 

Co/Fe/Al 0.1250 0.1250 0.1250 0.13740 

Fe/Co/Al 0.5000 0.5000 0.5000 0.83793 

O 0.25144 0.25144 0.25144 0.94900 

 

 
Table 2. Values of fractional atomic coordinates and isothermal 

parameters for the sample CoFe1.5Cr0.5O4 (annealed at 600 0C). 

 

Atoms     x     y    z    Biso 

Co/Fe/Cr 0.1250 0.1250 0.1250 0.11283 

Fe/Co/Cr 0.5000 0.5000 0.5000 0.64956 

O 0.25233 0.25233 0.25233 0.93907 

 

 

Table 3. Cation distributions obtained using site occupancy of 

Rietveld analysis for the samples CoFe1.5Al0.5O4 and 

CoFe1.5Cr0.5O4 (annealed at 600oC). 

 

Sample 

Name 

                 A-site                    B-site 

Fe Co Al/Cr Fe Co Al/Cr 

CoFe1.5Al0.5O4 0.635 0.298 0.067 0.865 0.702 0.433 

CoFe1.5Cr0.5O4 0.665 0.222 0.113 0.835 0.778 0.387 

 

 Table 4. Parameters obtained from Rietveld analysis of XRD 

patterns for the samples CoFe1.5Al0.5O4 and CoFe1.5Cr0.5O4 

(annealed at 600 0C). (Rp=Profile parameter, χ2 =goodness fit 

factor and a=lattice constant). 

 

Sample Rp χ2 a=b=c 

(Å) 

Volume 

(Å3) 

Rietveld 

method 

CoFe1.5Al0.5O4 13.5 1.16 8.309 

(3) 

573.6 

(4) 

15.2 (4) 

CoFe1.5Cr0.5O4 13.7 1.24 8.344 

(1) 

580.9 

(2) 

18.1 (0) 
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interactions between Cr and Fe/Co ions whereas there is no 

magnetic interaction between Al and Fe/Co which is obvious 

as Al is a non-magnetic element. The saturation magnetization, 

remanant magnetization, coercivity, and magnetocrystalline 

anisotropy constant depend upon the magnetic properties of 

cations present on A (tetrahedral) and B (octahedral) sites of 

cobalt ferrite which affects the trahedral-octahedral 

superexchange interactions. The magnetic parameters are 

significantly less in case of nonmagnetic cation (Al
3+

) 

substitution than magnetic cations (Cr
3+

) because Al
3+

 ions do 

not take part in magnetic interactions due to its nonmagnetic 

nature. Hence there will be no crossover of magnetic moment 

when there is site exchange of cations in Al substituted cobalt 

ferrite. 

For the sample CoFe1.5Al0.5O4, more number of Al
3+

 

ion replace Fe
3+

 from octahedral site which reveals that, more 

numbers of Fe
3+

 ions will have no magnetic neighbours and 

their spins will become uncoupled. Hence, the saturation 

magnetization decreases abruptly for CoFe1.5Al0.5O4. The 

similar behaviour has been observed for Ga doped spinel 

ferrites [24]. 

According to the one-ion model, the strong anisotropy 

of cobalt ferrite is primarily due to the presence of Co
2+

 ions 

on the octahedral sites of the spinel structure [23]. As the 

crystal field (trigonal field) is not capable of removing the 

orbital degeneracy of Co
2+

 at the octahedral sites, the orbital 

magnetic moment is not quenched and, therefore there is a 

strong spin- orbit coupling which leads to strong anisotropy of 

cobalt ferrite (CoFe2O4). As we can see from Table 3 the 

concentration of Co
2+

 ion for B-sites in case of sample 

 
 

Figure 5.  FE-SEM images and corresponding particle size distributions for the samples CoFe1.5Al0.5O4 and CoFe1.5Cr0.5O4. 

 
(a) 

 

(b) 

 

 

Figure 6. EDS patterns for the samples CoFe1.5Al0.5O4 and 

CoFe1.5Cr0.5O4 (annealed at 600 0C) (a) & (b) respectively. Au 

peak appears due to thin coating on the sample to make it 

conducting which is required for FESEM measurement. 
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CoFe1.5Cr0.5O4 is greater than that in CoFe1.5Al0.5O4 which 

results in increase of the magnetocrystalline anisotropy 

constant in Cr doped sample.   

 

4. Conclusions 

 

Single phase nanocrystalline CoFe1.5Al0.5O4 and 

CoFe1.5Cr0.5O4 have been successfully synthesized by the 

citrate precursor method. The samples have been found to be 

in mixed spinel structure from Rietveld analysis of XRD 

patterns.  Both samples are single domain nanocrystalline 

materials. The magnetic parameters decrease more 

significantly in case of nonmagnetic cation (Al
3+

) substitution 

than magnetic cation (Cr
3+

) because Al
3+

 ions does not take 

part in magnetic interactions due to its non-magnetic nature. 

There will be no crossover of magnetic moment when there is 

site exchange of cations. Hence, controlling magnetic 

properties become relatively easier in case of nonmagnetic 

substitution than that of magnetic substitution. 
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Figure 7(a). Magnetic hysteresis loops for the samples 

CoFe1.5Al0.5O4 (annealed at 600 0C) and inset shows the LA fit. 

 
 

Figure 7(b). Magnetic hysteresis loops for the samples 

CoFe1.5Cr0.5O4 (annealed at 600 0C) and inset shows the LA fit. 
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Table 5. Parameters obtained from magnetic hysteresis 

measurement at room temperature for the samples CoFe1.5Al0.5O4 

and CoFe1.5Cr0.5O4 (annealed at 600 oC). Msfit=saturation 

magnetization, Mr=remanent magnetization, Hc=coercivity, 

K1=magnetocrystalline anisotropy constant. 

 

Sample Msfit 

(emu/g) 

Mr 

(emu/g) 

Hc (k Oe) 

 

K1 

(erg/cm3) 

CoFe1.5Al0.5O4 10.52 

(1) 

3.371 (3) 0.623 (1) 0.61 x 106 

CoFe1.5Cr0.5O4 22.70 

(4) 

5.362 (0) 0.335 (2) 0.94 x 106 
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1. Introduction 
 

Excess conductivity study of the para-coherence 
region of high temperature superconductors (HTSC) is a 
subject of interest for the past few years. Superconducting 
transition is a second order phase transition characterized by 
an order parameter, which is zero above the transition 
temperature Tc and grows to a finite value below Tc. The effect 
of fluctuations of this order parameter is a tool to understand 
the nature of the phase transition near Tc [1]. The resistive 
transition of sintered samples of the HTSC shows a 
characteristic two stage behavior. When the temperature is 
decreased, one first observes the pairing transition, where 

superconductivity is stabilized in some small and 
homogeneous regions of the sample. The superconducting 
grains may not necessarily be coincident with the 
crystallographic grains [2-6]. In lower temperatures, the 
resistivity is described by a percolation-like process related to 
the activation of weak links between the superconducting 
grains [7]. The resistivity becomes zero at the coherence 
transition that occurs in a critical temperature Tc0 well below 
Tc. This transition is dominated by the fluctuating phases of the 

Ginzburg-Landau (GL) order parameter of individual grains 
that couple into a long range ordered state, leading to the zero 
resistance state.  

It has been observed that superconductor composite 
materials have significantly improved electrical and magnetic 
properties [8]. The generated defects such as twins and 
inhomogeneous micro-defects can act as additional pinning 
centers. These defects decrease the number of weak-links and 
induce significant enhancement of the superconducting critical 
current density Jc in applied magnetic field [9-13]. Composite 
materials containing piezoelectric (ferroelectric) and 
piezomagnetic (ferrite) phases exhibit magneto-electric effect 
(ME) [14]. These composites have ME property, which is 
absent in their constituent phases. The ME effect couples two 

field effects: (i) magnetization due to application of electric 

field and (ii) electric polarization due to the application of 
magnetic field. The magneto-electric effect is due to the 
mechanical coupling between piezomagnetic (ferrite) and 
piezoelectric (ferroelectric) phases [15]. Magneto-electric 
materials are promising candidates for technological 
applications since the multiferroic coupling allows the 
interconnection between magnetic and electric fields. New 

memory devices that are electrically written and magnetically 
read have been based on ME materials [16]. BaTiO3�CoFe2O4 
(BTO-CFO) composites are interesting ME materials due to 
the individual properties of their components. CoFe2O4 has a 
spinel structure with large coercivity and magnetostriction 
[17]. BaTiO3 exhibits polymorphs depending on the 
temperature, which  is most interesting due to its ferroelectric 
and piezoelectric properties. BTO-CFO composite possesses 
enhanced flux pinning property [18]. In this paper, the 
electrical resistivity ρ (T) around the superconducting 
transition of YBCO + x BTO-CFO (x = 0.0,0.2,0.4,0.6 wt. %) 
is presented.  
 
2. Experimental Details 
 

YBCO, CoFe2O4 and BaTiO3 were prepared separately 
by the solid state route method. YBCO powder is prepared by 
the solid state reaction route by mixing stoichiometries amount 
of Y2O3, BaCO3, CuO followed by grinding, calcination at 
880° C, sintering at 920° C and annealing at 5000 C for 8 hrs 
for oxygen uptake, respectively. CoFe2O4 is prepared by 
mixing Co3O4 and Fe2O3 in 1:1 molar ratio and the mixed 
oxides were calcined in the temperature range of 12000  C for 4 
hrs. BaCO3 and TiO2 have been used in 1:1 molar ratio as the 
precursor for the synthesis of BaTiO3 powder. The mixed 
powder was calcined in temperature 1200° C for 4 hrs. Then, 

composite of BaTiO3-CoFe2O4 was prepared in the ratio of 70 
: 30 mole %. Then, a series of polycrystalline composite 

Abstract 
 

Polycrystalline YBa2Cu3O7-δ + x BaTiO3-CoFe2O4 (x = 0.0, 0.2, 0.4, 0.6 wt. %) superconductors were prepared by solid state 
route. With the increase of BaTiO3-CoFe2O4 (BTO-CFO) addition it has been analyzed that the superconducting transition temperatures (Tc) 
determined from standard four-probe method was decreased and dropped sharply with higher wt. % addition of BTO-CFO. Excess 
conductivity fluctuation analysis using Aslamazov-Larkin model fitting reveals transition of two dominant regions (2D and 3D) above Tc. 
The decrease in 2D-3D crossover temperature TLD (Lawerence-Doniach temperature) in the mean field region has been observed as a 
consequent dominance of 3D region to increase in wt. % in the composite. The increasing value of ρwl (weak link resistivity) and ρn (0) 

(residual resistivity) and the decreasing trend in the value of zero-resistance critical temperature (Tc0) indicates that the connectivity between 
grains decreases gradually with the addition of magneto-electric composite BTO-CFO. The increasing value of αn (Percolation factor) and 
∆TC signifies the increase in grain size and degradation of sample quality in the composites. 
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samples of (1-x) YBCO + x BTO-CFO (where x= 
0.0,0.2,0.4,0.6 wt. %) were ground and pressed into pellets. 
The composite pellets were sintered at 9200 C for 12 hrs and 
then cooled to 5000 C where they were kept for 6 hours in an 
oxygen atmosphere for oxygen annealing. Temperature 
dependent resistivity ρ (T) was measured using standard four-
probe technique with a Nanovoltmeter (Keithley- 2182A) and 
constant current source (Keithley 6221), with the voltage 
resolution of 10-8V of the nanovoltmeter, a constant current 
source of 1 mA flowing through the samples. A closed cycle 
Helium refrigerators (JANIS) and a temperature controller 
(Lakeshore 332) having a temperature resolution of ±0.1 K 
was used for temperature variation. Computer controlled data 
acquisition system was used with LabView program. 
 
3. Results and Discussion 
 
3.1. Temperature dependence of resistivity  

Measurements of the resistivity dependence of 
temperature for different samples with various amounts of 
BTO-CFO are shown in Figure 1. All samples show metallic 
behavior in the normal state (dρ/dT>0) and as superconducting 
transition to zero resistance. At higher temperature, both 
samples exhibited linear temperature dependence. The 
resistive transition exhibits two different regimes. The first is 
characterized by the normal state that shows a metallic 
behavior (above 2Tc). The normal state resistivity is found to 
be linear from room temperature to a certain temperature, and 
follows Anderson and Zou relation ρn (T) = A + BT. Where ρn 
(T) is calculated by using the values of A and B parameters, 
which are obtained from the linear fitting of resistivity in the 
temperature range 2Tc to 300 K and extrapolation to 0 K gives 
resistivity slope (dρ/dT) and residual resistivity ρ0 as seen from 
Figure 1.  

The nonlinear region develops due to the contribution 
of Cooper pairs fluctuation to the conductivity above Tc. This 
is mainly due to the increasing rate of cooper pair formation on 
decreasing the temperature. Therefore, the fluctuation induced 

conductivity in this region follows the Aslamazov-Larkin (AL) 
model to yield the dimensional exponent appropriately to 
fluctuation-induced conductivity. The normal state resistivity 
of the composite samples is less than that of pure samples 
except the 0.4 wt. % composite sample ,which is tabulated in 

Table 1. At the temperature value Tc0 the electrical resistivity 
vanishes and the phase of the order parameter acquired long 
range order between the grains of the system. This critical 
temperature characterizes the coherence transition. A finite 

tailing is observed in the superconducting transition for all the 
YBCO + x BTO-CFO composites before the resistance attains 
zero value. It indicates that the superconducting grains get 
progressively coupled to each other by Josephson tunneling 
across the grain boundary weak links. The zero-resistance at 
the temperature Tc0, characterizes the onset of global 
superconductivity in the samples where the long range 
superconducting order is achieved. The onset of global 
resistivity decreases with the addition of BTO-CFO indicates 
that BTO-CFO adheres to grain boundary forming weak links. 
Thus it is suggested that the BTO-CFO, being a magneto-
electric material probably acts as a weak link, which causes the 
global resistivity transition temperature to decrease in addition 
to extra BTO-CFO. 

The transition temperature from normal to 
superconducting state is severely damaged by the addition of 
ME composite BTO-CFO. From the temperature derivative of 
resistivity (Figure 2) firstly, we observe a sharp peak at Tc, 
which is related to intragranular fluctuation (fluctuations in the 
amplitude of the order parameter). These characteristic 
fluctuations define the so-called pairing transition [5]. The 
temperature values of this maximum are close to the bulk 
critical temperature value Tc  followed by hump or secondary 
peak which broadens  for composite samples. This is due to the 
M-E composite BTO-CFO affecting the intergranular 
percolation of cooper pairs of YBCO matrix. The transition 
width (ΔTc) defined as full width half maxima increases with 
doping concentration. This may be due to the gradual 
occurrence of non-superconducting additional phases and the 
effect of microscopic inhomogeneity. 

The weak-link resistivity (ρwl) across the grain 
boundaries and the percolation factor (αn) arising due to 
current frustration caused by misalignment of anisotropic 
grains and sample defects such as voids and cracks are 
estimated from the residual resistivity ρn(0) and the 
temperature coefficient of resistivity dρ/dT (shown in Table 1). 
This factor contributes to percolate conduction in granular 
copper oxides. Generally in the normal state electrical 
conduction of granular samples, current path frustration and 

 
Figure 1. Resistivity dependences on the temperature for YBCO+ 
x BTO-CFO (x=0.0,0.2,0.4,0.6 wt. %) composites. 

 

 
 
Figure 2. Temperature derivative of resistivity for YBCO + x 
BTO-CFO composites (x = 0.0, 0.2, 0.4,0.6 wt. %). 
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meandering of current may occur due to two mechanisms. One 
is associated with the orientational disorder of anisotropic 
grains [19]. It depends on the degree of texturization, and has 
its origin in the extreme anisotropy of the copper oxides, the 
in-plane resistivity ρab being orders of magnitude less than the 
out of plane resistivity ρc [20]. Due to the extreme conduction 
anisotropy, current blocks along the pathways with misaligned 
grains and current percolates through the sample along 
unobstructed paths, which results in a cross section reduction 
and path lengthening [21] that increases resistivity by a 
multiplicative factor, denote as 1/f (0<f≤1). Another source of 
resistivity enhancement comes from structural defects of the 
grains (i.e pores, isolating boundaries, microcracks etc.) 
denoted as 1/ αstr ( 0< αstr ≤1). Besides the percolative 

processes, a contribution to resistivity coming from the 
intergrain barriers ρwl is to be added. So the observed 
resistivity can be written as, 
 

ρn =1/ αn (ρab+ρwl)   (1) 
 
where αn is a shorthand for 
 

 αn = f . αstr    (2) 
 
and it may be referred to as the normal-state percolative factor. 
The normal-state resistivity of polycrystalline HTS is linear 
with temperature. This linearity of ρn enables determination of 
the two sample parameters αn and ρwl . Taking temperature 
derivatives of the equation (1) and assuming ρwl constant we 
can get [22,23] 
 

αn = ρ׀ab/ ρ
׀
n    (3) 

 
where the primes stand for temperature derivatives. Similarly 
from Eqs. (1) and (3) 
 
                         ρwl = ρ׀ab/ ρ

׀
n ρn(0) = αn ρn(0)                           (4) 

 
where ρn(0) is the extrapolation of the normal state resistivity 
to zero temperature. Based on single crystal measurements ρab 
is assumed [24] to vary linearly with temperature (ρ׀ab= 0.5 
μΩ.cm.K-1) with a negligible zero-temperature intercept. For 
typical polycrystalline Y-based HTS αn is in the range 0.2�
0.05 (also seen from Table 1 value). The increasing value of 
ρwl and ρn(0) and the decreasing trend in the value of zero-
resistance critical temperature (Tc0) indicate that the 
connectivity between grains decreases gradually with the 
addition of ME composite BTO-CFO. The increasing value of 
αn and ∆TC signifies the increase in grain size and degradation 
of sample quality in the composites. All these effects are due 
to increased inhomogeneities in the intergranular regions. 
Point defects and chemical dopants may occupy various 

positions in a real crystal forming substituent or interstitial 
impurities. Because of the grain boundary is a structurally 
distorted region in crystals, an extra energy form in the grain 
boundary region due to the distortion. As a result of the 
existence of grain boundary energy as well as the Coulomb 
interaction between the boundaries and the impurity atoms, 
they tend to attract impurity atoms in order to decrease the 
grain boundary energy. Therefore, the chemical dopant has a 
higher probability to stay in the grain boundary region than to 
stay inside the crystal. 
 
3.2. Excess conductivity 
3.2.1. Theoretical background 

In the absence of an external magnetic field, the total 
conductivity above Tc0, can be expressed in a combination of 
three terms as follows: 
 

σ  = σn + σAL+ σMT   (5) 
 

The above eqn. states that, above Tc0, the conductivity 
is enhanced above the normal state conductivity (σn) by the 
fluctuation conductivity of both the Aslamzov-Larkin (LD) 
term (σAL) and the Maki-Thompson term (σMT). The MT term 
has been usually ignored in the analysis of various zero-field 
fluctuation conductivity measurements, because of the general 
belief that the intrinsic large inelastic scattering rates in these 
materials would reduce significantly the contribution of the 
MT term to the fluctuation conductivity. Also as the ceramic 
HTSC are in the dirty superconductor limit, the MT 
contribution is probably negligible in zero-applied magnetic 
field [25-27]. Since it has been well known that YBCO has a 
quasi two-dimensional nature as well as the characteristics of 
dimensional crossover as a function of temperature, we adopt 
Aslamazov-Larkin (AL) model to analyze the excess 
conductivity. The density of states (DOS) at the Fermi energy 
contribution introduced by Tewordt and coworkers by using a 
quasi two-dimensional tight binding model is better adapted to 
copper-oxide HTSC. But this may introduce variations in the 
excess conductivity amplitude �A�. But all these effects are 

being taken directly into account in our approximation for 
normal state resistivity (ρn). According to AL theory the 
excess-conductivity (Δσ) above Tc generated by the 
thermodynamic fluctuations [8,28] diverges as a power-law 
given by 
 

Δσ = Aε
λ     (6) 

 
∆σ is defined by  
 

∆σ= (1/ρ−1/ρR) = σ(T)−σR(T)   (7) 
 

Table 1. Variation of normal state and superconducting parameters in the Composites with  different BTO-CFO wt.%. 
 

BTO-CFO 
(wt.%) 

TC0 

(K) 
TC 

(K) 
∆TC 
(K) 

ρ N  (290K) 
( μΩ.cm) 

ρwl 

(μΩ.cm) 
αn ρn(0) 

(μΩ.cm) 
 

0.0 82.99 85.20 1.6 7000 52.25 0.025 2090 
0.2 74.27 75.94 1.7 6000 120.9 0.039 3100 

0.4 76.73 78.55 2.3 8000 89.44 0.026 3440 

0.6 67.71 68.99 1.8 5000 144.84 0.051 2840 
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where ρ and ρR are the measured and normal resistivity, σ (T) 

is the measured conductivity and σR (T) is the extrapolated 
conductivity under the assumption of a linear behavior of 
temperature dependent resistivity. The reduced temperature ε = 

(T-Tc) /Tc, defined with respect to the mean field critical 
temperature (Tc) of the normal to superconducting transition. λ 
is the Gaussian critical exponent depending on the 
dimensionality of the HTSC system. The dimensionality D of 
the fluctuation system is related through the expression, 
 

λ = 2- D/2.     (8) 
 

The effective value of the critical exponent for 3D and 
2D are λ = 0.5 and λ= 1 respectively [29]. A is a temperature 

dependent parameter and its values for 3D and 2D are A = 
e2/32ћξ (0) and e

2/16ћd respectively. �ξ (0)� is the zero-
temperature coherence length or GL correlation length and �d� 
is the effective separation of CuO2 layers. These relations are 
based on GL theory and are valid only for the mean field 
temperature region (1.01Tc to 1.1Tc). Lawrence and Doniach 
(LD) [30] extended the AL model for layer superconductors, 
where conduction occurs mainly in 2D CuO2 planes and these 
planes are coupled by Josephson tunneling. The excess 
conductivity parallel to the layers in the LD Model is given by 
 

Δσ (T) LD = e2/16ћdε{1+(2ξ(0)/d)
2 ε-1}-1/2  (9) 

 

From equation (4) at temperature close to Tc, 2ξ(0)/d 

>>1 and Δσ(T) diverges as ε 
-1/2 which corresponds to 3D 

behavior, whereas at T >>Tc, 2ξ(0)/d <<1 and Δσ(T) diverges 

as ε -1 which corresponds to 2D behaviour. 
Figure 3 displays the logarithmic plot of excess 

conductivity as a function of reduced temperature (ε). In order 

to explain the experimental data with theoretical predicted 
ones, the different regions of the plot were linearly fitted and 
the exponent values were determined from the slopes. The plot 
reveals three distinct regimes i.e. mean-field region or the 

Gaussian fluctuations, critical fluctuations and short wave 
fluctuation region. 

 
4. Gaussian fluctuations 
 

In the mean-field region we represent two fits, one 

with slope value 1.0 and the other with value 0.5. The different 
exponents corresponding to crossover temperatures are as 
follows: the first exponent is in the normal region at log ε (− 

0.6 ≥ log ε ≥ − 1) and its values are close to 1, which indicates 
that the order parameter dimensionality (OPD) are two 
dimensional (2D). The second exponent is in the critical field 

region at log ε (− 1 ≥ log ε ≥ − 2) and its values are close to 

0.5, which signifies that the OPD are three dimensional (3D). 
3D and 2D behavior of superconducting order parameter 
fluctuation dominates in YBCO composite. The temperature at 

which dimensionality fluctuation occurs from 3D to 2D is 

 
 
Figure 3. Log�Log plot of excess conductivity 1/ρ − 1/ρR as a function of reduced temperature ϵ = (T-Tc) /Tc in YBCO+ x BTO-CFO 
composite. 
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denoted by TLD. TLD values are higher than the Tc values. It 
reveals that the thermodynamically activated Cooper pairs are 
generated within the grain at comparatively higher 
temperatures, but due to the intragranular disturbances the 
mean field critical temperature comes down to lower value. It 

is possible to infer that this 3D Gaussian regime, determines 
the spatial limit for the obtainment of long range order of the 
superconductivity in the material bulk. When the temperature 
is diminished near Tc, first superconductivity is established in 
the CuO2 planes, as a 2D regime, and crosses up to a well 
defined 3D regime [31]. 
 
5. Critical fluctuations 
 

In superconducting grains Josephson coupling occurs 
between the grains. In the absence of magnetic field, their 

interaction is two dimensional. Considering the Drude like 
formula for excess conductivity and dynamical scaling theory 
for coherence length, the critical exponent of excess 
conductivity is obtained as [32,33] 
 

λcr = ν (2-D- η+z )  (10) 
 
where z is the dynamical exponent, η is the exponent of the 

order parameter correlation function, D is the dimensionality 
of the fluctuations and ν is the critical exponent for the 

coherence length. Using this relation for the fluctuation 

conductivity data in the critical region, one can estimate the 
dynamical exponent z. The CuO2 planes as a common 
structural element of HTSCs are responsible for their 
dimensionality and their anisotropic properties [34,35]. 
According to renormalization group calculations, ν = 0.67 and 

μ = 0.03 are expected and z = 0.32 being predicted by the 

theory of dynamical critical scaling [36]. Using these values 
with D = 3 yields λcr= 0.33 , which is called as the 3D-XY-E 
because of the model-E dynamics [37]. The critical fluctuation 

and 3D fluctuation regions intersect at temperature TG. Still 
closer to TG, a critical scaling regime beyond 3D-XY is 
observed, labeled by the exponent λcr = 0.16 [38-40]. The 
regime beyond 3D-XY with λcr = 0.17 was first observed in 
YBCO single crystal [41]. This exponent is known to 
characterize the critical resistive transition in classical granular 
arrays formed by metallic superconducting particles embedded 
in a poorly conducting matrix. 
 
6. Shortwave fluctuations 

The excess conductivity varies sharply with exponent 
value 3 with log ε (− 0.5 ≥ log ε ≥ − 0.1) which highlights the 

presence of short wave fluctuations. The crossover temperature 
from 2D to short wave fluctuations (T2D-SW) is indicated in 
Table 2. Short-wavelength fluctuations (SWF) effects appear 

when the characteristic wavelength of the order parameter 
becomes of the order of coherence length [42]. 

From the above data it is clear that the different 
regions observed are the critical region at T < Tc, the mean 
field region at T close to Tc and the short wave fluctuations at 
T >Tc. The different crossover temperatures TG, TLD, T2D-SW  
decrease with an increase in wt. % except 0.4 wt.% added 
sample. Generally the high temperature superconductors 
originate from Mott insulator and as such behave as a strong 
coupling system. It has been reported [43] that the strongly 
coupled supercurrent across the grain boundary is restricted to 
channels between the grain-boundary dislocation cores or their 
strain fields. Since the dislocation spacing becomes smaller 
with increasing angle, it is natural to postulate that no strongly 
coupled superconducting path across the boundary should exist 
above some critical misorientation angle. This model provides 
a conceptually reasonable explanation of why grain boundaries 
of increasing misorientation angle undergo a transition from 
strong to weak coupling with increasing misorientation angle. 
So the system can behave strongly coupled or weakly coupled 
depending the superconducting grain alignment and angle 
between them. In the regime of strong coupling between 
grains, tunneling conductance g >>1, electrons propagate 
easily through the granular sample and the Coulomb 
interaction is screened. As in our system the 3D fluctuation 
region is dominated so it is strongly coupled. 
 
7. Conclusions 
 

The effect of ME inhomogeneity BTO-CFO on the 
fluctuation conductivity of YBCO is studied. The different 
regions observed are the critical region at T < Tc, the mean 
field region at temperature close to Tc and the short wave 
fluctuations at T > Tc. The experimental data fit with 
theoretical predicted ones. The increasing value of ρwl and ρ0 
and the decreasing trend in the value of zero-resistance critical 
temperature (Tc0) indicate that the connectivity between grains 
decreases gradually with the addition of ME composite BTO-
CFO. The increasing value of α and ∆TC signifies the increase 
in grain size and degradation of sample quality in the 
composites. The different crossover temperatures TG, TLD, T2D-

SW decrease gradually as compared to the pristine sample.  
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1. Introduction 
 

In recent years, solid-state lighting technology has 
been in high demand due to the replacement of conventional 
fluorescent lamps by light emitting diodes (LED). White LEDs 
have been widely used as a backlight of liquid crystal display 
(LCD) and traffic signals [1]. These LEDs have attracted much 
attention due to their high reliability, long lifetime, low energy 
consumption and environment-friendly characteristics [2]. The 
luminescence emission from any phosphor converted LED 
becomes more intense if the band gap between the excited 
state and the highest component of the ground state multiplet 
of this phosphor becomes larger. So, a detailed study of band 
gap is necessary for the understanding of the practical 
applications of LEDs. The electronic and optical properties of 
the luminescent materials are markedly influenced by the 
presence of intrinsic and extrinsic defects. 
Thermoluminescence (TL) technique plays a vital role in 
getting the information about the distribution of defects / traps 
within the forbidden gap present in a material [3]. An 
important feature of the luminescent material to be used in 
display devices is that the material should preferably have a 
high dielectric constant and low dielectric loss, so that there 
will be a high electric field within the phosphor particles at a 
sufficiently low operating voltage. Due to this high electric 
field, a sufficient number of electrons from occupied meta-
stable states excited to conduction band, and subsequently the 
electrons from conduction band fall into vacant meta-stable 
states. This results in an increase in radiative and non-radiative 
transitions. So, the dielectric properties of the phosphor were 
measured in order to see the applications of this phosphor for 
optoelectronic applications.  

Double alkali rare-earth molybdates are an interesting 
class of luminescent materials because of their excellent 
thermal and chemical stability [4]. Their structural diversity 
and possible substitution in the structure provide these 
materials with numerous physical properties [5]. When Dy3+ 

ions are doped in these lattices, the phosphor emits intense 
yellow light and weak blue lights [6]. 

In this work, sodium-dysprosium double molybdate 
Na5Dy(MoO4)4 phosphor  has been synthesized in order to 
achieve a novel long wavelength yellow light. The structural, 
optical and dielectric studies of this phosphor were 
investigated in detail. The thermoluminescence studies with 
computerized glow-curve deconvolution procedure were 
applied to gain complete insight of the kinetic behavior for the 
synthesized host matrix doped with Dy3+ ions. 
 
2. Experimental Details 
 

Na5Dy(MoO4)4 phosphor was prepared by solid state 
reaction method taking sodium bicarbonate (NaHCO3), 
ammonium molybdate [(NH4)6Mo7O24.4H2O] and dysprosium 
oxide (Dy2O3) as the starting raw materials in stoichiometric 
ratio. The concentration of Dy3+ ions was taken as 1 mol%. 
These raw materials were mixed with absolute ethyl alcohol 
and grounded thoroughly in an agate mortar for several hours 
to achieve uniform mixing. The obtained homogeneous 
mixture was put into a quartz crucible and prefired at 500°C 

for 2 hours, and then it was again fired at 700°C for two hours. 

Finally, a grey colour powder phosphor was obtained. 
X-Ray diffractogram of the prepared phosphor was 

recorded in a wide range of Bragg angle 2θ (10°≤ 2θ ≤60°) 

using Bruker D8 X-Ray diffractometer with CuKα radiation (λ 
= 0.154056 nm). The photoluminescence studies were carried 
out using Hitachi F-2500 Fluorescence spectrophotometer in 
the wavelength range 220 nm - 650 nm. Thermoluminescence 
studies were carried out on Harshaw make 
thermoluminescence analyzer after irradiation by 60Co γ- rays. 
Absorption spectra were recorded using Shimadzu UV-VIS-
2101 spectrophotometer in the wavelength range 200 nm - 800 
nm. The diffuse reflectance studies were performed on Perkin 
Elmer Lambda 35 UV-VIS spectrophotometer. The dielectric 
properties were measured by Novo-control Impedance 

Abstract 
 

Na5Dy(MoO4)4 double molybdate phosphor was synthesized by solid state reaction method. Characterization of the prepared 
phosphor was carried out by X-ray diffraction, photoluminescence, absorption, diffuse reflectance, thermoluminescence and dielectric 
studies. X-ray diffraction studies confirm the tetragonal structure with average crystallite size of 60 nm. Photoluminescence spectrum shows 
intense emission peak at 579 nm corresponding to the transition 4F9/2 → 6H13/2 for bright yellow light. Thermoluminescence measurements 
show a broad glow curve with maximum centered at 107ºC after irradiating the phosphor by γ-rays. The dielectric properties such as 
permittivity, dielectric loss and a.c. conductivity were studied as a function of frequency. The structural, colour coordinates, band gap and 
trapping parameters were calculated from X-ray diffraction and optical studies. 
 
Keywords: XRD; Photoluminescence; Band gap; Thermoluminescence 
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analyzer in the frequency range 1 Hz to 10 MHz. All the 
studies were carried out at room temperature. 

 
3. Results and Discussion 
 
3.1. X-Ray diffraction studies 

The X-ray diffractogram of sodium-dysprosium 
double molybdate phosphor is shown in Figure 1. The 
phosphor exhibits tetragonal structure with space group I41/a 
(88). The (h k l) values of the prominent peaks are shown in 
the XRD pattern.  The lattice parameters of the unit cell were a 
= b = 11.57A, c = 11.62 A with α = β = γ =90° which is in 

correspondence with the JCPDS database of pdf number 72-
2158. The peak at 12.92 is due to molybdenum oxide MoO3 
confirmed from the JCPDS database file number 85-2405 of 
molybdenum oxide. This is due to the fact that at high 
temperature ammonium molybdate decomposes to 
molybdenum oxide according to the reaction [7]: 

 
(NH4)6Mo7O24.4H2O →3(NH4)2MoO4 + 4MoO3 + 4H2O 
 
Calculation of structural parameters 

The structural parameters such as miller indices, 
lattice constants, inter-planar spacing, crystallite size, 
dislocation density and microstrain were calculated from XRD 
data. The miller indices and lattice constants were determined 
using the following formula [8]: 

 

2

2
22

2

2
2 )(

4
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c

l
kh

a



                                           (1) 

 

Here, θ is the diffraction angle, a and c are the lattice 
constants, (hkl) are the miller indices and λ is the wavelength 

of X-rays. This equation was used for indexing the XRD 
pattern for tetragonal structure. The calculated values of the 
Miller indices from the above equation [8] were found in 
agreement with the standard JCPDS values. 

The inter-planar spacing was calculated using the 
following formula [8]: 
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The Miller indices, lattice constants and inter-planar 

spacing are given in Table 1. 
 For estimating the crystallite size (D) of the phosphor, 
Debye-Scherrer formula [9] and Hall-Williamsons [10] 
equation were used as given below:  
 
D = 0.9 / βcos     (Debye-Scherrer formula)            (3)  
 
βcosθ/ = 1/D + εsin/ (Hall-Williamsons equation)          (4) 
 
where, β is the full-width at half maximum (FWHM) and ε is 

the microstrain. Figure 2 shows the Hall-Williamsons plot. 
Here, ε and 1/D represents the slope and intercept of the 

straight line. The reciprocal of  intercept  on  the  βcos/  axis 

 
Figure 2.  Crystallite size from Hall-Williamsons equation. 

 

Table 1. Miller indices, lattice constants and inter-planar spacing of the phosphor. 
 

2θ 
(degree) 

(hkl) 
(calculated) 

Lattice constants (Å) Inter-planer spacing (Å) 
(JCPDS) (calculated) (JCPDS) (calculated) 
a c a c 

10.97 (101)  
 
 
11.57 

 
 
 
11.62 

 
 
 
11.75 

 
 
 
11.80 

8.2002 8.07 
17.94 (211) 4.7281 4.941 
24.44 (301) 3.6614 3.817 
26.00 (222) 3.3455 3.424 
28.92 (132) 3.0967 3.084 
30.47 (004) 2.9050 2.930 
46.10 (424) 1.9324 1.967 
57.94 (712) 1.5754 1.59 

 

 
Figure 1.  XRD pattern of Na5Dy(MoO4)4 phosphor. 

 

http://www.cognizure.com/pubs


 

3 

 

Physics Express                                                                               Phys. Express 2013, 3: 24 

Cognizure 
www.cognizure.com/pubs    © Cognizure. All rights reserved. 

 

 

 gave the average crystallite size which is in good agreement 
with that calculated by Scherrer formula. 

The dislocation density and microstrain were 
calculated using following relations [10]:  

 
δ = 1/D

2                                                         (5) 

                                                 
ε = β cos θ/4                                           (6) 
 

The crystallite size, dislocation density and 
microstrain are given in Table 2. 
 
3.2.  Optical studies 
3.2.1. Photoluminescence 

The emission spectra of the Na5Dy(MoO4)4 phosphor 
was recorded by keeping excitation wavelength fixed at 351 

nm (Figure 3). A strong yellow emission at 579 nm due to 
4F9/2 → 6H13/2 transition along with a weak blue emission band 
extending from 340 to 525 nm was observed. This weak blue 
band is composed of three bands (417, 440 and 486 nm) fitted 

by the Gaussian curves. These blue emissions were due to 
4G11/2→ 

6H15/2, 
4I15/2→ 

6H15/2 and 4F9/2 → 6H15/2 of Dy3+ 

respectively. The  4F9/2 → 6H13/2 transitions are hypersensitive 
electronic dipole transitions, which are greatly affected by the 
coordination environment while 4F9/2 → 6H15/2 transitions are 
magnetic dipole transitions and are much less sensitive to the 
coordination environment. The 4F9/2 → 6H13/2 transitions are 
forced electric dipole transition being allowed only at low 
symmetries with no inversion centre [11]. When Dy3+ is 
located at low symmetry local site (without an inversion 
centre), the yellow emission (transition 4F9/2 → 6H13/2) is often 
prominent in its emission spectrum as compared to blue 
emission (transition 4F9/2 → 6H15/2). As the radius of Dy3+ and  
Na+ are comparable, Dy3+ can easily enter into the four fold 
coordination Na+ low symmetry sites (without an inversion 
centre). 

The excitation spectrum of the phosphor was recorded 
at emission wavelength 579 nm (Figure 3). An intense peak at 
285 nm was observed due to the O→ Mo charge transfer (CT) 

[9]. Other smaller peaks at 351 nm, 365 nm, 390 nm, 428 nm, 
450 nm and 475 nm were also observed due to the intra-
configurational f�f transition of Dy3+ ions in the host lattice. 
The existence of these small peaks indicates that the phosphor 
can be well excited by UV and visible light. 

The energy level diagram of Dy3+ with all possible 
transitions is shown in Figure 4. 

 
Calculation of colour coordinates 

Figure 5 illustrates the CIE chromaticity diagram 
 [12] depicted   on   1931   chart. The colour coordinates   were 

Table 2. Crystallite size, dislocation density and microstrain of the phosphor. 
 

Crystallite size D (nm) Dislocation density 
(δ)(x1014/m2) 

Microstrain ε (x 10-3) 
Debye-
Scherrer 

Hall-
Williamsons 

Hall-
Williamsons 

ε = β cos θ/4 

20-60 62.5 25.60 2.07 0.67 
 

 
Figure 3.  Photoluminescence spectra of the phosphor. 

 

 
 

Figure 4.  Energy level diagram of Dy3+ ion. 

 

 
Figure 5.  CIE Chromaticity diagram of the phosphor. 
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calculated by the spectrophotometric method using the spectral 
energy distribution. The colour coordinates for the 
Na5Dy(MoO4)4  phosphor was calculated as (0.48, 0.50). 

From the diagram it is evident that the colour 
coordinates lies in the yellow region which implies that the 
prepared phosphor can be used for yellow light emissions in 
various display devices. 
 
3.2.2. Absorption  

An optical absorption spectrum of the phosphor is 
shown in Figure 6. The spectrum shows an intense absorption 
peak at 205 nm which is attributed to the band gap of the 
phosphor. A shoulder at 240 nm appears due to charge transfer 
(CT) from oxygen ions to neighboring molybdenum ions. 
 
3.2.3. Diffuse reflectance 

The diffuse reflectance spectrum of the phosphor 
(Figure 7) was measured against a reference standard BaSO4 
compound. A sharp band at 235 nm indicates that light having 
this particular wavelength was absorbed. This band is due to 
band gap of the phosphor. The other weak bands beyond 300 
nm were due to meta-stable energy states formed between 
valence band and conduction band by the Dy3+ ions. 
 

 
Calculation of band gap 

The band gap (Eg) is an important parameter for 
determining the application of phosphor materials in 
optoelectronic devices. In the present paper, the band gap of 
the phosphor was calculated from absorption and diffuse 
reflectance studies. The first derivative of the absorption 
spectrum with respect to photon energy (hν) was plotted 

(Figure 8). The maxima in the first derivative spectrum at the 
higher energy side provide the value of band gap [13]. From 
the plot the band gap of this phosphor was calculated as 5.76 
eV. 

The above calculated value of optical band gap was 
also verified by using the Tauc and Menth�s relation [14]. 

According to this relation, the absorption coefficient (α) of the 

phosphor has the following energy dependence: 
 

α = A(hν - Egap)
2 / hν 

 
where A is a proportionality constant and Egap is the Tauc 
optical band gap. 

In the high energy region of the spectrum, the plot of 
(αhν)

2 vs hν varies linearly (Figure 9). The absorption 
spectrum  deviated from the straight line plot in the low energy  
  

 
Figure 9.  Plot of (αhν)2 versus photon energy (hν). 

 

 
Figure 6. Optical absorption spectra of the phosphor. 

 

 
Figure 7.  Diffuse reflectance spectra of the phosphor. 

 

 
Figure 8.  First derivative absorption spectrum. 
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region. This straight line character of the graph in the high 
energy region is a good evidence of the direct band gap. So the 
band gap was therefore determined by extrapolating the linear 
portion of the plot relating, (αhν)

2 vs. hν to (αhν)
2 = 0. The 

optical band gap of the phosphor was obtained nearly 5.45 eV. 
The Kubelka-Munk theory was used to calculate the 

band gap of double molybdate phosphor using diffuse 
reflectance spectrum [15,16]. In a diffuse reflectance spectrum, 
the ratio of the light scattered from a thick layer of sample and 
an ideal non-absorbing reference sample is measured as a 
function of the wavelength λ , R∞= Rsample /Rreference. The 
relation between the diffuse reflectance of the sample (R∞), 
absorption coefficient (K) and scattering coefficient (S) is 
given by the Kubelka-Munk function F(R∞):   

 

 
 

S

K

2R

R1
RF

2










                                                      

(7) 

 
The band gap Eg and linear absorption coefficient α of 

a material is related through the well-known Tauc relation: 
 

 

 1/2
g1 EhνCαhν                                                           (8) 

 
here ν is the photon energy and C1 is a proportionality 
constant. When the material scatters in perfectly diffuse 

manner (or when it is illuminated at 60° incidence), the 

absorption coefficient K becomes equal to 2α. Considering the 
scattering coefficient S as constant with respect to wavelength, 
and using Equations 7 and 8, the following expression can be 
written: 
 

  )()( 2
2

gEhChRF                                            (9) 

 

From the plot of [F(R  )hν]2 versus hν, the value of 

Eg was obtained by extrapolating the linear fitted regions to 

[F(R  )hν]2 = 0. The curve of Figure 10 exhibits nonlinear and 

linear portions, which is the characteristic of direct allowed 
transition. The nonlinear portion corresponds to a residual 
absorption involving impurity states and linear portion 
characterizes the fundamental absorption. The band gap 
calculated from the diffuse reflectance spectra using K-M 

function  F(R  ) was found to be 5.85 eV. 

As the absorption peak is not well resolved, the use of 
derivative of absorption spectra for calculating the band gap 
does not guarantee the exact estimation of band gap and can 
lead to erroneous conclusions. Diffuse reflectance takes 
advantage of the enhanced scattering phenomenon in powder 
materials and so the bandgap calculated from diffuse 
reflectance spectra is more reliable [16].  
 
3.2.4. Thermoluminescence  

Thermoluminescence glow curves of Na5Dy(MoO4)4 

phosphor were recorded after the irradiation by γ-rays with 
different doses at a constant heating rate of 5ºC/s and is shown 

in Figure 11. The phosphor was irradiated with different 
gamma doses ranging from 1 KGy-5 KGy to see the dose 
dependence of the glow curves. The gamma radiated glow 
curves exhibit a single glow peak at around 107°C with a 

variation of ±1°C for different gamma doses. The shape of the 

glow peak did not alter significantly with an increased γ-dose. 
The only effect observed is the increase in intensity of glow 
peaks with dose. Incident γ-rays create trapping centers, the 
number of which increases with increasing dose and thereby 
increases the intensity of glow peaks. These traps release the 
charge carriers on thermal simulation to finally recombine with 
their counterparts, thus giving rise to different glow peaks 
[17]. The variation in the intensity of glow peaks with 
irradiation dose is shown in Figure 12. The peak height 
increases almost linearly with the increase of irradiation dose. 

 
 

Figure 10. Plot of [FR∞(hν)]2 versus photon energy (hν). 

 

 
 

Figure 11. Thermoluminescence glow curves of the phosphor. 

 

 
Figure 12. TL-dose response curve of the phosphor. 
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Figure 13 shows the glow curve of the double 
molybdate phosphor, at different heating rates (3ºC/s, 5ºC/s, 

7ºC/s) for the gamma dose of 5 KGy. The shift in peak 

temperature of the glow peaks was observed around 7ºC with 

heating rates and the peak shifts towards higher temperature. 
 
Calculation of trapping parameters 

 
Trapping is a fundamental process of energy storage 

in almost all electronically active solids. This energy storage is 
accompanied by the spatial localization of an excited electron 
or hole in such a way that the charge carrier is prohibited from 
moving freely through the crystal unless supplied with thermal 
or optical energy. The information regarding the trapping 
levels (namely trap depth E and frequency factor s) can be 
obtained by thermoluminescence (TL) measurements, in 
which, irradiation transfers charge carriers to their respective 
traps [18]. Hence, trapping parameters of trap levels are 
investigated by different methods. 

It is observed that the trap depth can only be 
calculated with prior knowledge of order of kinetics that the 
system follows. According to Chen [19] method the shape of 
glow curve acts as a deciding factor for the kinetic order. This 
method utilizes the following shape parameters to determine 

the order of kinetics: the total half intensity width (ω = T2 � 
T1) and the high temperature half width (δ = T2 � Tm). Here Tm 

is the peak temperature, T1 and T2 are the temperatures on 
either side of Tm corresponding to half peak intensity. A 
symmetry factor (μg) was introduced to differentiate between 
first and second order TL glow peaks: 

 
μg = δ/ ω = (T2 � Tm)/ (T2 � T1)                 (10) 
μg = 0.42 for first order kinetics 
μg = 0.52 for second order kinetics 
 

In the present case, the value of μg at three different 
heating rates of the phosphor was found to be greater than 0.52 
which confirms that the peaks are composite. So, 
deconvolution of the peaks was performed. The values of 
shape parameters are given in Table 3. 
 
Computerized glow curve deconvolution (CGCD) 
 

The recorded glow curves of the double molybdate  
phosphor exposed to 5KGy gamma radiation with different 
heating rates 3, 5 and 7º C/s were deconvoluted by TLanal 

computer program [20] in order to obtain the isolated peaks. 

The trapping parameters of trap states were then determined 
for each deconvoluted peak by this program. The fitted TL 
glow curves at the different heating rates are shown in the 
Figure 14. The order of kinetics for each deconvoluted peaks 
was found to be second order (b = 2). The trapping parameters 
of the five deconvoluted peaks for the phosphor at heating 
rates (β) 3, 5 and 7 ºC/s calculated by Tlanal program are 
summarized in Table 4. 
 
Glow curve shape methods 
 

The various methods based on the shape of the glow 
curve were used to verify the above calculated trap depth (E). 
General formulae [21] for calculating trap depth by these 
methods are given by: 

 

)2()(
2

m
m kTb

T
kcE 


   (Chen)           (11)   




1TkT
cE m                 (Grossweiner)          (12) 

 

 




2
mkT

cE                                (Luschik)          (13)  

where  in  all the equations is ,  or . The constants c and 
b for the three methods for second order kinetics are given in 
Table 5. 
  

 
 

Figure 13. Thermoluminescence glow curves at different heating 
rates. 

 

 
 

Figure 14. Deconvoluted glow curves at different heating rates. 

 

Table 3. Shape parameters of the composite glow peaks. 
 

Heating rate (β) τ =  
Tm� T1 

δ =  
T2 � Tm 

ω =  
T2 � T1 

μg 

3 22  32  54  0.59  
5 22  33  55  0.60  
7 25  36  61  0.58  

 

 

http://www.cognizure.com/pubs


 

7 

 

Physics Express                                                                               Phys. Express 2013, 3: 24 

Cognizure 
www.cognizure.com/pubs    © Cognizure. All rights reserved. 

 

Frequency factor (s) was calculated by Chen and 
Winer equation [22]: 
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KT
bs

kT

E
exp2)1(1

2


                         (14) 

 
where s is the frequency factor and β is the heating rate. The 
values of trap depths and frequency factors calculated by the 

above glow curve shape methods are summarized in Table 6 
and 7 respectively. 

The arbitrary change in frequency factor indicates the 
dependency of frequency factor on temperature described by 
the relation as [23]: 

 
s(T) = soT

a; -2≤a≤2                                        (15) 
 
where so is a constant having unit of sec�1 K�a and a is the 
temperature exponent. 
 
3.3. Dielectric studies 

An important feature of the phosphor material to be 
used in optoelectronic devices is that the material should 
preferably have a high dielectric constant and low dielectric 
loss. The various dielectric parameters such as permittivity, 
dielectric loss and a.c. conductivity were studied as a function 
of frequency.  

 
Permittivity 
 

            The variation of permittivity with frequency for the 
molybdate phosphor is shown in the Figure 15. High dielectric 
constant was observed in the frequency range upto 103 Hz and 
beyond which it was found to be stable. This was due to the 

Table 4. Trapping parameters by CGCD method. 
 

β 
(ºC/s) 

Peak 1 Peak 2 Peak 3 Peak 4 Peak 5 FOM 
(%) E (eV) s(s-1) 

x1014 
E (eV) s (s-1) 

x1014 
E (eV) s (s-1) 

x1013 
E (eV) s (s-1) 

x1011 
E (eV) s (s-1) 

x1010 
3 1.09 2.03 1.12 0.5 1.14 0.45 1.15 2.75 1.19 2.89 2.48 
5 1.13 8.08 1.14 1.73 1.16 1.63 1.18 7.84 1.23 9.58 2.05 
7 1.15 15.8 1.18 4.74 1.21 6.59 1.23 32.5 1.26 20.9 1.83 

 

Table 5. Values of constants used in the equations of glow curve shape methods. 
 

Chen Grossweiner Luschik 
cτ=1.81 cδ=1.706 cω=2.52 cτ=1.68 cδ=1.8313 cω=3.5217 cτ=1.5651 cδ=3.2808 cω=1.706 

bτ=2.00 bδ= 0 bω=1 

 

Table 6. Trap depths (E) by glow curve shape methods. 
 

Methods  Peak 1  Peak 2  Peak 3  Peak 4  Peak 5 
3 5 7 3 5 7 3 5 7 3 5 7 3 5 7 

Chen 1.06 1.14 1.14 1.10 1.12 1.17 1.09 1.15 1.19 1.11 1.13 1.19 1.16 1.21 1.22 
Grossweiner  1.05 1.13 1.16 1.11 1.19 1.16 1.05 1.06 1.23 1.14 1.15 1.21 1.17 1.20 1.19 
Luschik  1.04 1.12 1.11 1.08 1.09 1.15 1.09 1.14 1.18 1.10 1.12 1.18 1.16 1.21 1.22 

 

Table 7. Frequency factor (s) by glow curve shape methods. 
 

Methods  Peak 1  Peak 2  Peak 3  Peak 4  Peak 5 
3 5 7 3 5 7 3 5 7 3 5 7 3 5 7 

Chen 7.4 
x 
1015 

1.36
x 
1015 

1.15 
x 
1015 

3.49 
x 
1013 

9.79  
x 
1013 

3.63 
x 
1014 

1.22 
x 
1012 

10.1 
x 
1012 

3.68 
x 
1013 

1.01 
x 
1011 

2.63 
x 
1011 

1.30 
x 
1012 

1.29 
x 
1010 

7.07 
x 
1010 

9.02 
x 
1010 

Gross-
weiner  

5.4 
x 
1015 

0.98 
x 
1015 

2.17 
x 
1015 

4.74 
x 
1013 

82.9  
x 
1013 

2.69 
x 
1014 

0.4 
x 
1012 

0.82 
x 
1012 

11.1 
x 
1013 

2.17 
x 
1011 

4.37 
x 
1011 

1.30 
x 
1012 

1.62 
x 
1010 

5.63  
x 
1010 

7.20 
x 
1010 

Luschik  3.9  
x 
1015 

0.71 
x 
1015 

0.44 
x 
1015 

1.89 
x 
1013 

3.92  
x 
1013 

1.99 
x 
1014 

1.22 
x 
1012 

7.62 
x 
1012 

2.78 
x 
1013 

0.78 
x 
1011 

19.9 
x 
1011 

1.01 
x 
1012 

1.29 
x 
1010 

0.91  
x 
1010 

9.02 
x 
1010 

 

 
 

Figure 15. Plot of permittivity with frequency. 
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presence of rotational and space charge polarizations in the 
low frequency region [24]. 
 
Dielectric loss 

 
From Figure 16, it was observed that the dielectric 

loss (tan δ) decreases with the increase in frequency. The high 

losses in lower frequency range are due to space charge 
polarization relaxation [17]. The existence of peak near 1 KHz 
suggests the presence of relaxing dipoles in this phosphor [25]. 
The low loss at the high frequency region implies that this 
material can be used for the high frequency applications. 
 
A. C. conductivity 
 

The a.c. conductivity pattern (Figure 17) shows 
frequency independent plateau in the low frequency region and 
exhibits dispersion at the higher frequencies. This behaviour 
follows the polynomial relation: 
 
σ(ω) = σ0 + σ1ω + σ2 ω

2+ σ3 ω
3+ σ4 ω

4+ σ5 ω
5          (16) 

 

where σ0 is the dc conductivity which is frequency 
independent specially in the low frequency region, σi (i= 1-5) 
are the pre-exponential factor  [26]. 
 
4. Conclusions 
 

A new yellow emitting phosphor was successfully 
synthesized using solid state reaction method. The wide optical 
band gap of the phosphor indicates its application in various 
optoelectronic devices. The simple and sharp glow peaks of 
the phosphor and good linear behavior of TL dose response 
indicates that the prepared phosphor may have application as 
thermoluminescence dosimeter (TLD). All the deconvoluted 
peaks were found to obey second order kinetics indicating the 
occurrence of retrapping phenomena. The trapping parameters 
calculated by both the methods show a close agreement. 
Moreover, the dielectric studies indicate that the phosphor may 
have application in making display devices, which are more 
resistive to high frequency damages. 
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1.  Introduction 

 

The ultrasonic measurement is a sensitive technique 

to probe all kinds of phase transitions including 

superconductivity, magnetic and structural ones in condensed 

matter physics. The temperature dependent sound velocity has 

been measured for high-  systems both in normal and 

superconducting states for different values of frequencies and 

applied fields [1-4]. The longitudinal sound velocity shows 

softening effects due to phonon coupling to the sound 

velocities. Zhang et. al. [5] have measured the sound velocity 

as a function of temperature. The ultrasonic measurements on 

 shows an inflation at nearly 235K indicating 

the characteristic of a phase transition [6]. In  

(x=0.15), a phase transition from tetragonal to orthorhombic 

phase has been observed at 180K by neutron scattering 

experiment [7] and a drastic decrease in sound velocity at 24 

MHz due to structural phase transition has also been observed 

[8]. The ultrasonic peak and minimum in sound velocity are 

indicated in the non-superconducting sample Nd-Ce-Cu-O at 

260K [9] and a similar behaviour of ultrasonic attenuation is 

shown to exit in La-Sr-Cu-O at 200K [10]. The role played by 

the electron-phonon (e-p) interaction in high-  

superconductors is much debated. Hence it is important to 

study both experimentally and theoretically the velocity of 

sound for a wide range of frequencies and magnetic fields in 

order to evaluate the strength of the electron-phonon coupling 

and to test various models. Several phenomenological 

relaxation models have been proposed to explain the ultrasonic 

anomalies. Recently, Rout. et al. [11] have proposed a 

microscopic model consisting of charge density wave and spin 

density wave interactions to explain the ultrasonic anomaly in 

normal state of the high-  superconductors. Earlier Rout and 

co-authors [12, 13] have reported a model study of temperature 

dependent velocity of sound based upon a model consisting of 

antiferromagnetism and impurity f-electron interactions in 

presence of the hybridization between the conduction and f-

electrons. In the present communication, we apply the same 

model to investigate the anomaly in the velocity of sound 

below the anti-ferromagnetic transition temperature in the 

normal state of the high-  superconductors by taking into 

consideration the role of temperature dependent staggered 

field. The formalism of the model is described in Section 2. 

The velocity of sound is calculated in Section 3, while Section 

4 has been devoted to results and discussion. Finally, we 

conclude the paper in Section 5.  

 

2. Formalism 

 

The anti-ferromagnetic (AFM) spin fluctuations are 

present in the two dimensional Cu-O planes of the high-  

systems due to the conduction electrons below the Néel 

temperature. Since the exchange interactions between the rare 

earth ions and their nearest neighbour Cu ions cancel because 

of the AFM alignment of Cu spins, we consider here the next 

nearest neighbour hybridization between the conduction and 

impurity f-electrons; besides the f-electron kinetic energy term 

in the doped systems, the AFM long range order is destroyed 

due to doping. In order to study the elastic properties, we 

consider the phonon interaction only to the hybridization 

between the conduction and f-electron for simplicity of 

calculation.  

Based upon the earlier model [13], the pure electronic 

Hamiltonian is written as  

 

                                 (1) 
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The first term represents the kinetic energy interaction 

between the electrons due to two different types of staggered 

lattices with band energy dispersion of 

, where  is the nearest neighbour hopping integral. 

Here  is the creation operator of the conduction electron at 

one lattice site with spin up and  is the creation operator at 

another lattice site electron with spin down. The second term 

represents the staggered magnetic field interaction with AFM 

staggered field, where  stands for +1 (-1) for spins up (down). 

The third term stands for the hybridization between the 

electrons with operators a and b and the impurity f-electron, 

where V is the momentum independent hybridization strength. 

The last term represents the kinetic energy term for the 

impurity f-electrons with impurity f-electron level at . The 

Fourier transformed phonon interaction to the hybridization is 

written as  

 

(2) 

 

where , with  is the creation 

(annihilation) phonon operator with wave vector q. Here f(q) is 

the electron-phonon (e-p) coupling constant. The free phonon 

Hamiltonian in harmonic approximation is written as 

, where  is the phonon energy.  

 

3.  Expression for velocity of sound 

  

Phonon Green’s function involving phonon 

displacement at two different times is calculated by using 

Zubarev’s Green’s function technique [14]. Applying Dyson’s 

approximation the phonon Green’s function in general appears 

in closed form as  

  

 (3) 

 

 where the phonon self energy is written as  

 

  (4) 

 

The electron response function  is written as  

 

  (5) 

 

Here the (i=1,2,3,4) are the two particle electron’s 

Green’s functions involving only conduction electrons, pure 

impurity f-electrons and a mixture of conduction and f-

electrons. The calculation of these Green’s functions involve 

other higher order Green’s functions. In order to simplify the 

calculation, the approximations are taken such that the terms 

upto  are retained without loss of much physics. Finally the 

denominator of the phonon Green’s function given in equation 

(3) is equated to zero to get  

 

  (6) 

 

In the long wavelength limit , we find 

 and  and finally the expression for the 

reduced velocity  can be written as  

 

  (7) 

 

The different dimensionless parameters are scaled 

with respect to  and are written as: e-p coupling 

, the position of f-electron level , 

the hybridization strength v = , the staggered field 

, the temperature , the ultrasound 

frequency , the spectral width  and the 

bare phonon frequency . 

 

4.  Results and Discussion 

 

At the outset, we calculate the temperature dependent 

staggered field defined as  

and compute numerically its ( ) temperature dependent 

behaviour. Incorporating the temperature dependence of  

and other physical parameters in the velocity of sound, we plot 

the temperature dependence of velocity of sound and discuss 

the results. Figure 1 shows the temperature dependence of 

reduced velocity for different values of the position of the f-

electron level (d). For a given value of d, as temperature is 

decreased the reduced velocity decreases in the paramagnetic 

phase from  =1 at  upto the Néel temperature . 

The reduced velocity sharply drops to a lower value at  and 

then gradually decreases towards lower temperatures and 

reaches a minimum value at temperature t=0 for a given set of 

parameters. Similar temperature dependence of velocity of 

sound is observed experimentally for non-superconducting 

 compound both in cooling and heating 

conditions [9]. The frequency and doping effects on the 

temperature dependent velocity of sound in the 

superconducting phase of the cuprate systems is in progress 

and will be reported elsewhere. As f-level position is increased 

above the Fermi level i.e., from d=0.001 to d=0.005, the 

velocity of sound is suppressed in the paramagnetic phase upto 

. It is further observed that the sudden jump is reduced with 

increase of d. The velocity of sound is slightly increased in the 

low temperature AFM phase, when d is increased. Figure 2 

shows the effect of hybridization on the velocity of sound. 

When the strength of hybridization increases, the impurity f-

electrons    are    strongly   hybridized   with   the    conduction  

 
 

Figure 1. The plot of reduced velocity  vs. reduced 

temperature (t) for different values of the position of f-electron 

level d=0.001, 0.002, 0.003, 0.005 and for fixed values of spectral 

width e=0.001, bare phonon frequency p=0.1, e-p coupling 

s=0.0032, hybridization strength v=0.075, static ultrasonic 

frequency c=0, anti-ferromagnetic coupling =0.1.  
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electrons. As a result, the long range AFM is destroyed and the 

AFM Néel temperature is suppressed. The similar effect is 

observed in the temperature dependent velocity of sound. The 

hybridization has no effect at high temperature paramagnetic 

phase except near the Néel temperature . With the increase 

of hybridization, Néel temperature is suppressed as shown in 

Figure 2. Further, the velocity of sound is suppressed at low 

temperatures with increase of the strength of hybridization. 

Figure 3 shows the effect of e-p coupling (s) on the 

temperature dependent velocity of sound. The increase of e-p 

coupling implies the electrons are strongly coupled to the 

crystal lattice. With the increase of e-p coupling the velocity of 

sound is suppressed throughout the temperature range. 

However, the suppression of velocity of sound is more in low 

temperature AFM phase than the high temperature 

paramagnetic phase. Further, the sharp depression at Néel 

temperature is also more for the higher values of the e-p 

coupling. Figure 4 shows the effect of AFM coupling  on 

the velocity of sound. With increase of AFM coupling, the 

staggered field  is enhanced throughout the temperature 

range resulting in the enhancement of Néel temperature . 

These results are observed in temperature dependent velocity 

of sound. The AFM coupling has great bearing on the velocity 

of sound at low temperature AFM phase. With increase of 

AFM coupling the velocity of sound increases throughout the 

temperature range in AFM phase and simultaneously the Néel 

temperature is shifted towards high temperature.  

 

5.  Conclusions 

 

We have proposed a model consisting of AFM 

interaction due to the conduction electrons besides the 

hybridization between the conduction electrons and the 

impurity f-electrons. For simplicity, phonon coupling to the 

hybridization is considered and the velocity of sound is 

calculated from the phonon Green’s function. The effect of 

position of f-level, hybridization, the e-p coupling and AFM 

coupling are investigated to explain the sharp depression at 

Néel temperature and the suppression of velocity of sound in 

the low temperature AFM phase of the high-  system in 

normal phase.  
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1. Introduction 

 

The ultrasonic measurements are a powerful tool to 

investigate structural imperfections, phase transformations and 

electron-phonon (e-p) interaction in solids. The sound waves 

are absorbed strongly in metals due to the interaction of elastic 

waves with the conduction electrons. If the metal exhibits anti-

ferromagnetism (AFM) the absorption of sound wave 

markedly decreases below the Néel temperature. Hence high 

frequency ultrasonic measurements are made on the high-  

materials to study different phase transitions. The ultrasonic 

peak and minimum in sound velocity are observed at the the 

Néel transition temperature T=260K in superconducting 

sample Nd-Ce-Cu-O [1]. The structural phase transition from 

orthogonal to tetragonal is observed in La-Sr-Cu-O [2], so that 

the sound attenuation increases with decreasing temperature 

and frequency due to phase transition. The ultrasonic 

measurement on La-Sr-Cu-O shows that the superconducting 

transition occurs at =37.9K and magnetic phase transition 

occurs at =27K [2]. The measurements on Tl-Ba-Ca-Cu-O 

for the temperature range 50-200K shows a sharp drop in 

ultrasonic attenuation at temperature  [3-6] 

possibly due to distortion of magnetic orders and another sharp 

drop at superconducting transition temperature 120K [4, 6]. 

The role played by electron-phonon (e-p) interaction 

in high-  superconductors is much debated. Therefore, it is 

pertinent to perform sound absorption in wide range of 

frequencies in order to evaluate the strength of e-p coupling 

and to explain the anomalies observed at different phase 

transition temperatures in superconducting and normal phases 

of high-  systems. Several theoretical models have been 

proposed earlier. Recently, Rout. et al. [7] have proposed a 

model consisting of charge density wave and spin density 

wave to explain temperature dependent sound velocity in high-

 systems in normal state. Earlier Rout et al. have proposed a 

model consisting of AFM interaction in presence of 

hybridization between conduction and f-electrons to interpret 

the elastic properties and Raman spectra of cuprates [8, 9]. In 

the present communication, we apply the same model to 

investigate the cause of anomaly near the AFM transition 

temperature in cuprates taking into account the temperature 

dependence of staggered field (h). The formalism is presented 

in section 2, the expression for sound attenuation coefficient is 

given in section 3, while section 4 has been devoted to results 

and discussion. Finally, we conclude the paper in section 5. 

 

2. Formalism 
 

The low temperature measurements of the specific 

heat and magnetic susceptibility demonstrate the existence of 

heavy quasi-particle excitations in the electron doped system 

Nd-Ce-Cu-O [10]. For impurity concentration x=0.2, the 

system exhibits heavy fermion behaviour with specific heat 

coefficient, . Similar heavy fermion 

behaviour is observed in other high-  systems. In the two 

dimensional Cu-O planes there exists anti-ferromagnetic 

fluctuations with Néel temperature  for un-doped 

Nd-Cu-O. Because of next nearest neighbour spin interaction 

between the spins of copper and rare-earth atoms, the anti-

ferromagnetic long range order is destroyed by doping of 

impurity atoms. To describe the physics of high-  cuprates 

the anti-ferromagnetic fluctuation of the Cu spins are replaced 

by a static staggered field acting on them. This symmetry 

breaking field reduces strongly the charge fluctuation between 

Cu sites and also accounts for the strong correlation in the Cu-

O planes. The heavy fermion behaviour can be extracted by a 

Abstract 
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term containing hybridization between copper 3d and rare-

earth 4f orbitals. Such a Hamiltonian [9, 11] is written as  

 

                                        (1) 

 

 The first term in the Hamiltonian represents the 

hopping of the conduction electron in the copper oxide plane 

between the nearest neighbour sites with nearest neighbour 

hopping integral 2 . The second term in the Hamiltonian 

represents the staggered field interaction with a phase factor of 

. The third term shows the hybridization between the 

itinerant conduction electrons and the localized f-electrons. 

Finally, the last term represents the onsite hopping between the 

impurity f-electrons. Here  is a reciprocal lattice 

vector,  denotes the positions of the Cu ions and h is the size 

of the staggered field. The operators ,  create an electron 

in the Cu  and rare-earth 4f orbitals respectively. The 

f-electron energy  and the hybridization strength V are 

strongly renormalized quantities because of the 4f electron 

correlations. In order to study the elastic properties of the 

materials we include an electron-phonon Hamiltonian  

in which phonons are coupled to only the hybridization 

between conduction electrons and f-electrons [9]. Finally, the 

free phonon Hamiltonian in harmonic approximation is given 

by . Here  and  are the phonon energy 

and phonon creation operator with phonon wave vector q.  

 

3.  Calculation of attenuation coefficient 

 

 The double time phonon Green’s function of Zubarev 

[12] technique is defined as  

 

                      (2) 

 

 Applying Dyson’s approximation the Fourier transformed 

phonon Green’s function reduces to a closed form as given 

below.  

 

            (3) 

 

The phonon self energy is given by  

 

                          (4) 

 

where the phonon response function  involves four two 

particle electron Green’s function which in turn involve higher 

order Green’s functions. In the earlier calculation [8] the 

authors have considered distinctly two sub-lattices with 

conduction electron operators  and  to simulate 

staggered field effects in copper oxide plane. Hence the 

phonon response function  in [8] has involved eight two 

particle Green’s functions instead of four Green’s functions in 

the present case. The complete solution of  in the present case 

involves sixteen Green’s functions. Hence the Hartree-Fock 

mean field approximation is applied to simplify the problem. 

The decoupling schemes are applied to keep second order 

terms in parameters like f-level position, staggered field, 

hybridization strength and phonon coupling. The dynamic 

ultrasonic attenuation coefficient at finite temperature is given 

by the imaginary part of the self-energy. Mathematically, it is 

written as  

 

                     (5) 

 

where  is the phonon response function for the 

long wavelength longitudinal phonons . Finally, 

 is computed numerically for different model 

parameters of the system. The dimensionless parameters are 

scaled with respect to the hopping integral  and are written 

as e-p coupling, , the position of f-level, 

, the hybridization strength, v= , the staggered 

field , the temperature , the ultrasound 

frequency , the bare phonon frequency  

and the spectral width .  

 

4.  Results and Discussion 

 

The temperature dependent ultrasonic attenuation is 

shown in Figure 1 for different values of the position of the 

impurity f-electron with respect to the Fermi level . 

With decrease of temperature, the ultrasonic attenuation 

gradually increases in the paramagnetic phase upto the AFM 

Néel temperature . Then the ultrasonic attenuation 

sharply drops to a lower value at the temperature  indicating 

a phase transition from paramagnetic to AFM phase. Similar 

sharp fall in attenuation coefficient is observed in the 

ultrasonic sound measurement of Tl-Ba-Ca-Cu-O arising due 

to lattice distortion accompanied by a distortion of the 

magnetic order [6]. This is one of the striking features of the 

phonon coupling properties of the strong correlation systems 

like high-  cuprates [13]. On further decreasing the 

temperature the attenuation suddenly increases and then slowly 

decreases towards the low temperature (inset of Figure 1). It is 

observed that the ultrasonic attenuation is negative in the AFM 

phase indicating the hardening behaviour of the ultrasound 

wave. The hardening behaviour in the AFM phase arises since 

phonon is coupled to the strong magnetic correlation of the 

electron.   When   the f-electron level (d) moves away from the  

 
 

Figure 1. The plot of ultrasonic attenuation coefficient  vs. 

reduced temperature(t) for different values of the position of f-

electron level d=0.001, 0.0015, 0.002, 0.003 and for fixed values 

of spectral width e=0.001, bare phonon frequency p=0.1, e-p 

coupling s=0.0032, hybridization strength v=0.075 and anti-

ferromagnetic coupling  in the static limit. The plot of  

vs. t in the AFM phase is magnified in the inset for the values of 

the parameters mentioned above.  
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Fermi level in upward direction, the attenuation is enhanced in 

the paramagnetic phase indicating the weak hybridization of 

the conduction electrons with the localized f-electrons. On the 

other hand, with upward shift of the position of f-electron level 

the attenuation coefficient is reduced in the AFM phase 

indicating that the staggered field becomes more robust in 

presence of weak hybridization. However, the effect of shifting 

the f-electron position is very small in AFM phase than that in 

the paramagnetic phase. The effect of hybridization between 

conduction electrons with the localized f-electrons is shown in 

Figure 2. The increase of the strength of hybridization implies 

the overlap of the localized f-electron with the conduction 

electron is more. The increase of hybridization destroys the 

AFM order and suppresses the AFM Néel temperature as is 

shown in Figure 2. As the hybridization strength increases 

from v=0.015 to v=0.135, the Néel temperature is suppressed 

from =0.1 to 0.05. Further, with increase of hybridization, 

the ultrasonic attenuation coefficient is suppressed more and 

more and this is shown clearly in the inset of the Figure 2. 

Figure 3 shows the effect of electron-phonon interaction (s) on 

the temperature dependent ultrasonic attenuation. When the 

phonons are strongly coupled to the electrons, the strength of 

the e-p interaction increases. As a result, ultrasound energy is 

absorbed more and more with the increase of the strength of 

the e-p interaction as is shown in Figure 3. When the e-p 

interaction increases from s=0.0024 to 0.003774, the 

attenuation coefficient is enhanced in the high temperature 

paramagnetic phase. On the other hand the attenuation 

coefficient is reduced with the increase of e-p coupling in the 

low temperature AFM phase (inset of Figure 3). Figure 4 

shows the effect of AFM coupling  on the ultrasound 

attenuation coefficient. It is known that the magnetic order 

decreases with decrease of AFM coupling. Hence the Néel 

temperature is suppressed accompanied by the staggered field 

 throughout the temperature range. This is reflected in the 

temperature dependent ultrasonic attenuation as shown in 

Figure 4. With decrease of AFM coupling from =0.1 to 

0.065 the Néel temperature is suppressed from =0.088 to 

0.048. Further, the attenuation coefficient is also suppressed 

more and more with decrease of the AFM coupling as shown 

clearly in the inset of Figure 4.  

 

5.  Conclusions 

 

The effect of impurity f-electron position with respect 

to the Fermi level, the strength of the hybridization between 

the copper 3d electrons, the e-p coupling and the AFM 

coupling on the temperature dependent ultrasonic attenuation 

in the AFM phase is substantially large. The attenuation 

coefficient shows a sharp drop at the Néel temperature 

indicating an anti-ferromagnetic phase transition from high 

temperature paramagnetic to low temperature ferromagnetic 

phase as shown by ultrasound measurements on Tl-Ba-Ca-Cu-

O [6]. In the low temperature AFM phase the attenuation 

coefficient is suppressed as the f-level moves away from the 

Fermi level, it is also suppressed with the increase of the 

strength of hybridization (v), with increase of the e-p coupling 

(s) and also with the decrease of the AFM coupling . The 

work to study the effect of interplay of anti-ferromagnetism 

and structural distortion on the ultrasonic attenuation is in 

progress.  

 

 

 
 

Figure 2. The plot of ultrasonic attenuation coefficient  vs. 

reduced temperature (t) for different values of the hybridization 

strength v=0.015, 0.075, 0.095, 0.115, 0.135 and for fixed values 

of e=0.001, p=0.1, s=0.0032, d=0.001 and  in the static 

limit. The plot of  vs. t in the AFM phase is magnified in the 

inset for the values of the parameters mentioned above.  

 

 

 

 
 

Figure 3. The plot of ultrasonic attenuation coefficient   vs. 

reduced temperature (t) for different values of e-p coupling 

s=0.0024, 0.0028, 0.0032, 0.0035, 0.003774 and for fixed values 

of e=0.001, p=0.1, d=0.001, v=0.075 and  in the static 

limit. The plot of  vs. t in the AFM phase is magnified in the 

inset for the values of the parameters mentioned above.  

 

 

 

 
 

Figure 4. The plot of ultrasonic attenuation coefficient  vs. 

reduced temperature (t) for different values of anti-ferromagnetic 

coupling  and for fixed values of e=0.001, 

p=0.1, s=0.0032, d=0.001 and v=0.075 in the static limit. The plot 

of  vs. t in the AFM phase is magnified in the inset for the values 

of the parameters mentioned above.  
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1. Introduction 
 

Magnetic pyrochlore oxides, R2M2O7 (R3+ = rare-
earth, M4+ = transition metals), have drawn much interest 
recently due mostly to their low-temperature spin-frustrated 
magnetic properties [1]. The pyrochlore structure is 
characterized by an infinite network of corner sharing 
tetrahedra of magnetic R and/or M ions, resulting in 
geometrical frustration (GF) of spins when the nearest-
neighbour (n.n.) magnetic spins are coupled via anti-
ferromagnetic Heisenberg exchange interactions. The n.n. 
coupling alone cannot select a unique ground state (GS) of this 
system and remain macroscopically degenerate down to T  0 
K. However in real systems, unique GS should occur due to 
few other weaker perturbations like dipolar, further n.n. 
exchange interactions, single-ion anisotropy, Dzyaloshinskii-
Moriya interactions etc. which relieve the effect of frustration 
and drive the magnetic systems from the paramagnetic phase 
to any of the quantum states, viz., spin-liquid, spin-ice, spin-
glass or long-range ordered in the GS configurations [1].  

Recently, vanadate pyrochlore Y2V2O7 provides an 
additional interest in the GF systems, since Y3+ (4d0) is a non-
magnetic ion at R-site and consequently, electronic and 
magnetic properties of the said compound are simply driven by 
the magnetic V-ions (3d1) at M-sublattice. This vanadate 
pyrochlore is unique in the sense that it is a 3d ferromagnet 
with magnetic ordering temperature Tc  68 K [2] and it is also 
a Mott-insulator, contrary to the common belief that 
ferromagnetism leads usually to metallic character. The 
electronic configuration of V4+-ion in Y2V2O7 is (t2g)

1(eg)
0. The 

orbital ordering pattern showed that each orbital is extended 
toward the centre of mass of the V4 tetrahedron. Such an 
orbital structure is expected in a trigonal (D3d symmetry) 
crystal-field (CF) due to an oxygen lattice distortion [3]. The 
D3d CF anisotropy along or perpendicular to the local <111> 
directions of the V4 tetrahedra plays a significant role in the 

low-temperature magnetic properties of Y2V2O7 along with 
other perturbations, like exchange, magnetic dipolar coupling 
among spins depending on their relative strength and 
magnitudes. 

It is, therefore, aimed in this study firstly to simulate 
the observed thermal dependence of dc susceptibility  of 
Y2V2O7, and secondly, to determine the CF parameters, CF 
energies and corresponding wave-functions, g-tensors of V4+ 
ions and anisotropy of the local magnetic susceptibility at V-
site.  For this purpose, we construct a single-ion Hamiltonian 
within the framework of appropriate CF theory and a mean-
field approximation [4, 5] by introducing effective anisotropic 
molecular field tensors and also taking account of appreciable 
spin-orbit coupling and analyze their effects on the magnetic 
properties of Y2V2O7. 
 
2. Theoretical Details 
 

The electronic configuration of V4+ ion is 3d1, so the 
ground term is 2D (L = 2, S = 1/2) and it is five-fold orbital 
degenerate. The degeneracy is removed by the actions of intra-
atomic spin-orbit coupling (SOC) Hs.o. = .LS where  is a 
SOC constant, and in a solid by the CF interactions, HCF = 

octahedra
CFH  + 

trigonal
CFH , where octahedra

CFH  represents the CF 

at the site of V4+-ion arising due to six surrounding O2- ions in 
regular octahedral arrangement (VO6-octahedra in Y2V2O7) 

and 
trigonal
CFH represents trigonal (D3d) distortion of the VO6-

octahedra, and also by the internal Weiss molecular field, Hdd, 
originated from intersite spin-spin interactions at the magnetic 
V-site. The total Hamiltonian for a 3d1 V-ion in presence of 
the Zeeman interaction term HZ due to the external magnetic 
field Bext can, therefore, be written as [6] 

 
Hd = HCF + Hs.o + Hdd + HZ    (1) 

Abstract 
 

The observed dc magnetic susceptibility of ferromagnetic vanadate pyrochlore Y2V2O7 is simulated using a D3d crystal-field and 
mean-field approach and taking into the effect of spin-orbit coupling and anisotropic covalency overlap. The g-tensors and the exchange 
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orbit coupling. The V4+ ion has a substantial easy-axis single-ion anisotropy along local <111> axis of a given V4 tetrahedron, particularly 
below Tm = 170 ± 10 K. The temperature Tm may be associated with the initiation of ferromagnetic clusters embedded in the paramagnetic 
matrix that gradually develop a temperature dependent spin-like gap of the lowest Kramers doublet of Y2V2O7, as also found for Lu2V2O7. 
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The operator equivalent crystal-field Hamiltonian 

with predominantly cubic (octahedral) field and a small 
trigonal distortion is represented as [6],  

 

0
4

0
4

0
2

0
2

3
4

0
44 )220(

3

2
OBOBOOBHCF            (2) 

 

where  m
kO �s are Steven equivalent operators and  

m
kB �s are 

CF parameters expressed in energy units (either K, meV or 
cm1). The first term of Eq. 2 represents the octahedral field at 
V-site and the next  two terms define trigonal distortion. The 
cubic term having CF parameter B4 splits the 2D state into a 
lower triplet 2T2g and an upper doublet 2Eg and the total 
splitting is 10Dq = 120 B4. Under the trigonal D3d distortion, 

0
2B and 0

4B , the 2T2g state splits into a lower orbital singlet 2A1g 

and an excited orbital doublet gE 2 .  

To determine the energy levels and wave-functions of 
the CF Hamiltonian, we have first diagonalized the matrix of 

octahedra
CFH  in 55 (L, Lz) basis states and then find out the 

effect of trigonal symmetry by first-order perturbation method 
[6]. Thus we obtained  
 

,72648 0
4

0
241 BBBE      

1| = 0|    0
~

|  

,8348 0
4

0
242 BBBE      

2|  1|3/12|3/2   1
~

|                         (3) 

,2872 0
443 BBE       

3|  1|3/22|3/1  

 
Under the D3d CF, the original five-fold degenerate 

free-ion state of 3d1 system splits up into a lower singlet (E1) 
and two upper doublets (E2, E3). Note that in the method of 
Abragam and Pryce [6], the singlet state 1| and the doublet 

state 2| coming from the 2T2g  state were referred to as 

0
~

| and 1
~

| , respectively, corresponding to �pseudo� 

angular momentum state 1
~
l . 

Since the spin-orbit (S.O.) interaction has no effect in 
the first order on the lowest orbital singlet state |1>, we adopt 
the Pryce�s spin-Hamiltonian formalism [7-9] for the 
calculation of g-values and magnetic susceptibilities. Here the 
S.O. interaction and the external magnetic field are treated as 
simultaneous perturbations. In the case of a V4+-ion, such a 
treatment seems to be reliable  because of its small S.O. 
coupling constant [8] and also because of the fact that the dc 
magnetic susceptibilities are approximately ground-state 
properties when the next upper states are at very high energies 
compared to the experimental temperature zone, as observed 
for the V-compounds [6, 8, 9]. 
           The Pryce�s spin-Hamiltonian [7] is given by 
 


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       (4)  
 







1
2

1

1111

)(

||||||

n n

nn

EE

HHH 
  

                                              
with perturbation Hamiltonian is: H  = Hs.o + HZ = 

)2.(. SLkHSLR iBi


                                        (5) 

 
where  = 248 cm1 = 357 K is the S.O. coupling constant for 
the free-ion V4+ [6,9], ki and Ri (i = x, y, z) are the orbital 
reduction and S.O. coupling reduction factors, respectively, 
arising from the covalency effect and these are considered to 
partake of the symmetry of the ligand field. For simplicity, we 
assume kx = ky = k, kz = k|| and Rx = Ry = R, Rz = R||. 
Evaluating the matrices occurring in Eq. (4) following usual 
procedure, we finally get the expression for spin-Hamiltonian 
in terms of spin variables only.  
        Thus for H||z, spin-Hamiltonian becomes  
 

      Hs(z) = 2BHSz
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(6) 
For H||x, it becomes 

Hs(x) = 

 2BHSx
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        (7) 
 and a similar expression can be obtained for H||y. 
              

Operating Hs over the spin states |1/2>, we obtain 
(2×2) secular matrix which on diagonalization gives the 

following energy eigen-values and g-tensors for the lowest 
orbital level in presence of S.O. coupling: 

 

 HgW B||2

1
    (for H||z)           (8) 
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(for Hz)                                 (9) 
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(10) 
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                              (11) 
The general expression for the single-ion magnetic 

susceptibility [10] is given by 

 )(ln iZ
HH

TkN Bas
j




  ( j = || or ) 

                              (12) 
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On substituting the values of iW obtained from Eqs. 

(8) and (9), we have from Eq. (12)  
T

g

k

N
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  (for H||z ),       (14) 
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(for Hz)                                            (15) 

The s
j  is next used to renormalize the effective site-

susceptibilities j and calculate bulk susceptibility  of these 
pyrochlores as a functions of CF parameters, , reduction 
factors and exchange interactions || and : 

      ])23(1[ ||
||

||
s

s

pq   



                         (16) 
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
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
                         (17)  

 
The bulk (observed) susceptibility is then given by  

)2(
3 ||   aN

 ,                                   (18) 

 
where v and Na are unit cell volume and the Avogadro number, 
respectively, and others have their usual meanings as defined 
in [4, 5].  
 
3. Results and Analysis 
 

Haghighirad et al. [2] measured the temperature 
dependence of the dc susceptibility dc of poly-crystalline 
sample of Y2V2O7 in the temperature range 2-300 K at external 
field H = 1T. The susceptibility rises sharply below 100 K and 
magnetic ordering has occurred at Tc  68 K. The high 
temperature data (150-300 K) obeys a Curie-Weiss (CW) 
behaviour with paramagnetic Curie temperature CW = 86 (±1) 

K indicating the dominance of the ferromagnetic exchange 
interactions between V4+ moments. The effective paramagnetic 
moment peff is 1.76 B/V4+ which is close to the spin-only 
value of 1.734B for 3d1 ion. The thermal variation of dc, 
particularly above Tc is due to the coordinated effect of CF 
interactions, spin-orbit coupling, exchange and dipolar 
interactions among magnetic V-spins.  

The parameters best suited to simulate the 
observed results of dc are given by B4 = 181.3 2 K, 

0
2B = 791.3 5 K, 0

4B = 30.2 1 K, k|| = 0.92, k = 

0.91, R|| = 0.67, R = 0.65. Calculated localized states 
of the 3d1 configuration of the V4+-ions in Y2V2O7 
originated from the 5-fold degenerate 2D term are 
drawn in Figure 1. Under the cubic field B4, the 2T2g  
2Eg splitting is 21756 K. It is to mention that for 
another vanadium compound Na2V3O7, this splitting 
was found to be 24000 K [11]. Under the trigonal D3d 

distortion, 0
2B and 0

4B , the 2A1g  2Eg splitting of the 

lower orbital triplet 2T2g is found to be Δ0 = 4705 10 
K (~0.4 eV) and the total 2A1g 2Eg splitting is Δ = 
23481 15 K (~2.01 eV). The total splitting of the 2T2g 
state and the overall splitting of the 2D term agree 
very well with the earlier results for Y2V2O7 obtained 
from the Hubbard Hamiltonian approach [12]. The 
values of k�s and R�s indicate appreciable anisotropic 
covalency overlap of the ligand charges with the 
charge cloud of V4+-ions. The spin-orbit coupling 

 
 
Figure 1. Calculated localized states of the 3d1 configuration of the V4+-ions 
in Y2V2O7 originated from the 5-fold orbitally degenerate 2D term under the 
actions of the octahedral crystal-field (B4 = 181.3 2 K), trigonal (D3d) 

distortion ( 0
2B =791.3 5 K and 0

4B = 30.2 1 K) at V4+-site. 
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constant is reduced from its free-ion value to 235.6 K due to a 
factor R = 0.66 arising due to covalency effects [6, 9]. Orbital 
reduction factor is found to be k = 0.915 which agrees with 
other vanadate compounds [8, 9].   

The CF single-ion susceptibility CF calculated using 
the above parameters agrees appreciably with the observed 
data at T > 180 K in the paramagnetic region, but differs below 
180 K (Figure 2). It is noted that single-ion susceptibility in CF 
are nearly isotropic above T = 170 ± 10 K but becomes 

anisotropic, ||
s > 

s below 170 K as shown in Figure 3. But 
when we have introduced anisotropic values of ferromagnetic 
exchange constants || = 22.0 T/B and || = 21.1 T/B, the 
renormalized susceptibility (and its inverse) matches well with 
the experimental results down to the paramagnetic temperature 
~ 86 K. Further the renormalized components of the site-
susceptibility tensors (|| and ) drawn in Figure 3 depict that 
the magnetic anisotropy of Y2V2O7 is easy-axis type due to the 
coordinated effect of CF interactions, exchange and dipolar 
interactions among magnetic V-spins. Using the value of 
isotropic combination of exchange constants iso = (|| + 2)/3 
= 21.4 T/B, we obtain corresponding exchange integral J = 
(2B)2iso = 57.56 K. We have calculated dipolar contribution 

dip to the CW temperature CW using dip = 
v

N

kB

eff

3

)1(16

3

2


 

 0 [4]. Using the value of the exchange contribution ex = 

CW  dip = 86 K and putting ex in iso = ex
eff

Bk


 22
 [4], we 

get iso = 20.66 T/B. Further if we introduce Heisenberg 

exchange between the n.n. V-spins as exH12  = 21 SSJ


 , then 

ex = z S(S +1)J/3 gives J = 57.33 K, where z = 6 is no. of n.n. 

spins in the pyrochlore structure. Thus the values of iso and J 
estimated independently from the observed value of CW of 
Y2V2O7 match very well with their corresponding fitted values. 

The anisotropy of the Landé g-factor of the ground 
doublet is calculated to be g|| = 1.995 and g = 1.876. The 
average g-value g = 1.916 is reduced from its free-spin value 

of ge = 2.0023 by an amount ~ 0.086 due to spin-orbit coupling 
interaction. 
 
4. Discussion 
 

We have simulated and analyzed the observed results 
of dc magnetic susceptibility, paramagnetic Curie temperature 
CW of ferromagnetic pyrochlore vanadate compound Y2V2O7, 
consistently and simultaneously, assuming an appropriate CF 
theory and a mean-field approximation by introducing 
effective molecular-field tensors and also taking account of 
appreciable spin-orbit coupling. The total Hamiltonian is 
solved on perturbation method depending on the strength of 
different contributions, e.g., octahedral crystal-field and its 
trigonal distortion, spin-orbit coupling, Zeeman interaction of 
the magnetic V4+-ion with the external-field.  

Molecular field and spin-orbit coupling are found to 
be anisotropic along and perpendicular to the V-V bond 
distance due to anisotropic covalency overlapping effect. The 
temperature-dependent calculated site-susceptibilities show 
that V4+ ion has a substantial easy-axis single-ion anisotropy 
along local <111> axis of a given V4 tetrahedron, particularly 
below 170 ± 10 K. It is appropriate to mention here that for 

another isomorphous compound Lu2V2O7, the observed dc-
susceptibility deviates from the CW behavior around Tm = 160 
K at which formations of magnetic polarons [13] and 
ferromagnetic clusters [14] begin in Lu2V2O7 marked by 
several features: (i) the magnetic specific heat starts to become 
anomalous around 160 K, (ii) the thermal conductivity is 
suppressed in the temperature range of 160-80 K, and (iii) an 
anomaly develops at 160 K in the power law behavior of the 
resistivity [15]. Assuming that the molecular-field at V-site 
lifts the degeneracy of the ferromagnetic ground doublet state 

 
 
Figure 2. DC magnetic susceptibility  of Y2V2O7 � calculated 
values (solid curve), using anisotropic nearest-neighbor 
Heisenberg exchange interactions in the mean-field approach, 
match with the experimental results (O) measured in [2] in the 
temperature range 300854 K. Below Tc the observed 
susceptibility is described (dashed curve) using single-ion 
ferromagnetic-like Heisenberg exchange Hamiltonian which 
creates a temperature dependent spin-like splitting of the ground 
CF doublet. Calculated susceptibilities (dotted curve) in the 
crystal-field (CF) match with the experimental values down to 
180 K only. Inset (a) shows the observed and calculated values of 
1/. Inset (b) shows the variation of thermally averaged saturation 
magnetization of V4+-ion with temperature, which vanishes at Tc 
(see text). 

 

 
 
Figure 3. Calculated components of the single ion susceptibility (

s
||

, s
 ) in the CF and renormalized site susceptibility (|| and 

) tensors of Y2V2O7 indicate that Y2V2O7 is an easy-axis (|| 
>) single-ion anisotropic system.  
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of V-ions, our calculation [16] for Lu2V2O7 showed that the 
ground doublet state is split due to the spin-spin correlations 
among V4-tetrahedra below Tc by an energy separation 0 = 
166  2 K which is very small in comparison to the total 
splitting of the 2T2g state of V4+-ion and vanishes around Tm = 
170  10 K in the paramagnetic region. This spin-like gap may 
cause the sharp rise of the observed dc susceptibility below Tc 
~70 K for R2V2O7 (R = Y, Lu).  

To address the steep rise of susceptibility below Tc, a 
single-ion ferromagnetic-like Heisenberg exchange 
Hamiltonian [17, 18] is defined in terms of thermally averaged 

total angular momentum  iJ


as 

Hex = 2
2

1
 JJJJJ avav



  (19) 

 

where Jav = 
)(i

avJ  = 


N

j
jijiJ

1
),(),(   is the averaged 

exchange interactions of the i-th ion with all others (j =1, N). 
The scaling factor (i, j) contains information on the 
magnitudes and orientations of the neighboring j-th magnetic 
ion with respect to the considered i-th ion. Since the ground 
doublet state is well isolated from the upper states of V4+-ion 
[8, 9, 16], it may be reasonable to assume that the magnetic 
properties of Y2V2O7 can well be described by the ground CF 
state in the ferromagnetic region [18]. The ground-state wave 
function of V-ion in Y2V2O7 was found to be g = 0.9996 |0, 
1/2 0.0246 |1, 1/2  0.0148 |2, 1/2 [16]. 
Diaginalizing the above Hamiltonian (19) in the vector space 
spanned by g, we evaluate the average magnetization per V-

ion M =  SLkiB


2  and susceptibility  = M/H by 

numerical approach. We took up the value of the effective 
exchange parameter Jav = 71 1 K for reproduction of the 
observed bulk magnetic properties of Y2V2O7 below Tc. The 
value of Jav is found to differ from the n.n. Heisenberg 
exchange integral J ~ 57 K obtained above, since the former 
sums up the exchange interactions of a magnetic ion with all 
others in the magnetic system. If the calculations are restricted 
to the nearest-neighbor tetrahedra only, then N = z = 6 and the 
overall scaling factor (i, j) becomes 1.25 which is comparable 
to the value of 1 for the ferromagnetic uniaxial system. 

The calculated values of magnetization plotted in 
inset (b) of Figure 2 shows saturation at the value of ~1B at 
zero external field as temperature goes down to T = 0K, which 
agrees very well with the observed saturated moment at 5 K 
[13, 15]. Further, the thermally averaged saturation 
magnetization decreases gradually as temperature rises and 
finally approaches zero at T ~ Tc, and the system then enters 
into the Curie-Weiss paramagnetic zone. Such behaviour 
appears due to the temperature dependence of the splitting of 
the ground doublet by ferromagnetic spin-spin exchange 
interactions. The calculated values of susceptibility (shown in 
Figure 2) below Tc match with the observed results down to 50 
K and shows very similar tendency with decreasing 
temperature.  

We here describe the observed susceptibility below Tc 
by adjusting just only one parameter Jav and assuming only the 
ground doublet state. Considering the temperature zone, 
contribution of the higher levels which are above 4700 K for 
the vanadium compounds, if any, can be negligible and hence 

can be ruled out, and any drastic variation of CF parameters 
from the above best fitted values cannot yield any better 
description of the electronic level pattern of V4+-ion and hence 
the observed susceptibility. Therefore to simulate the observed 
susceptibility down to T = 0K, one may need to take care of 
magnitudes and different local ordering directions of the 
neighboring magnetic ions in terms of more exchange 
constants to describe the detailed magnetic structure in the 
ordered phase [17], and also have to distinguish between the 
spins of n.n. V4-tetrahedra which are vertex-sharing and 
interpenetrating. Further, it is worth to mention that Hubbard 
Hamiltonian approach and the density-functional theory plus 
the onsite electron-electron repulsion and Dzyaloshinskii-
Moriya (DM) interactions method [19] within 3d orbitals 
demonstrated that the electron hopping from the t2g orbitals to 
the eg orbitals between n.n. spins within the V4-tetrahedron 
stimulates the ferromagnetic ground state below Tc as well as 
the semi-conducting properties for these vanadate pyrochlores 
R2V2O7. The DM interaction, which is a consequence of S.O. 
coupling and only 6-7% of n.n. exchange interaction [16,19], 
must feed into the parametrization of electonic and magnetic 
properties of Y2V2O7 to model a clear picture of 
ferromagnetism in these Mott insulators.  
 
5. Conclusions 
 

We conjecture that in Y2V2O7 and also in Lu2V2O7 (a) 
above T = 200 K, the paramagnetic (PM) state of V4+-ions 
reigns with effectively no spin-spin correlations, such that CF 
susceptibility matches with the observed susceptibility and 
obeys the CW law; (b) ferromagnetic clusters with short-range 
spin-spin correlations among V4+-ions develop around Tm 
~170 K and coexist with the PM phase, having appreciable 
single-ion anisotropy which favours spins to be along the 
<111> easy-axes over  the hard-axes, down to T ~ CW; and (c) 
ferromagnetic ground state of V4+-ion is an well-isolated spin-
1/2 state which is split by a temperature-dependent spin-like 
gap O(Tm) at T = 0K due to ferromagnetic spin-spin exchange 
interactions and causes sharp rise in  the magnetic 
susceptibility below Tc.  
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1. Introduction 

  

The pairing mechanism of high temperature 

superconductivity is not yet clear. The pseudogap phase 

appearing in the phase diagram above superconducting 

transition temperature,  and below a characteristic 

temperature,  in the under-doped region appears to play a 

vital role in explaining the pairing mechanism [1, 2]. The 

theoretical approaches to relate pseudogap and 

superconductivity can be classified into two groups. According 

to the first group pseudogap is considered as an independent 

phase which competes with superconductivity and the 

pseudogap becomes dominant over superconductivity on 

reducing the hole doping concentration [3 - 5]. A variety of 

density waves like charge, spin and orbital currents fall under 

this group. In this scenario the pseudogap and superconducting 

gap compete with each other. According to the second 

category the pseudogap phase is a cooperative precursor to 

superconductivity. In this view superconducting pairs preform 

in pseudogap phase before the on-set of superconductivity [5, 

6]. The scanning tunneling microscopy (STM) has revealed 

some unusual properties of high-  superconductors i.e the 

pseudogap and its relation to superconductivity and the 

unusual large gap values. The pseudogap appears in the 

electronic excitation spectra at temperature  above the 

superconducting transition temperature  in the under 

doped-region [7, 8]. A definite origin of the pseudogap is still 

lacking. The break junction tunneling by Ekino et. al [9] on 

Bi2212 compound shows the following facts. The pseudogap 

closing temperature,  distributes at  even 

though transition temperature lies between . They 

found the SC gap at  to be  

meV. The scanning tunneling microscopy (STM) study on 

 (LSCO) reveals two gap structures  and  

consisting of two energy scales [10]. Out of the two gaps, the 

low energy gap,  is associated with nodal (in the vicinity of 

Fermi level) electronic states, whereas the high energy gap,  

is associated with antinodal (near the gap edge) electronic 

states. In case of LSCO ( ), 5meV and 

10meV depending on the doping levels [10], whereas 

10meV in optimally doped La-Bi2201  [11]. 

The authors [10] agreed that  represents the energy scale 

where the coherent quasi-particles persist. Angle Resolved 

photo emission spectroscopy (ARPES) measurements on 

LSCO and (Bi2212) have revealed the 

presence of two distinct energy scales for the nodal and anti-

nodal regions in the heavily under-doped regime [12, 13]. 

Several early STM measurements reveal dip-hump structure in 

the conductance spectra of several cuprate superconductors [14 

- 16]. Jenkins et. al. [17] have demonstrated through their STM 

study that the dip feature in the conductance spectra of Bi-

based superconductor originates from a collective excitation 

most likely the antiferromagnetic spin resonance detected by 

neutron scattering [18] and this collective mode is related to 

superconductivity. In view of the above experimental 

observations, we attempt here to formulate a model for pairing 

mechanism in high-  cuprates taking charge density wave 

(CDW) and spin density wave (SDW) as pseudogaps. 

The occurrence of charge density wave (CDW) in Cu-

O plane of  is observed in STM [19 - 21]. Further 

the structural and electronic phase transitions occur for the 

compounds ,  and Bi-Sr-Ca-Cu-O 

[22, 23]. At low dopant concentrations the cuprates exhibit the 

antiferromagnetic phase. Due to the low dimensional character 

of the cuprates there exists the antiferromagnetic spin density 

wave (SDW) [24, 25]. The CDW and SDW states arise from 

the nesting property of the Fermi-surface in the low 

dimensional cuprates. Ghosh et. al [26] have reported that the 

Abstract 
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interplay of SDW and superconductivity of the cuprates. 

Recently Panda et. al [27] have reported the theoretical study 

of tunneling conductance exhibiting the interplay of CDW, 

SDW and superconductivity. In this communication, we 

assume the CDW and SDW interactions as pseudogaps and 

attempt to investigate their interplay with superconductivity by 

varying the model parameters of the high-  systems. Then 

this model calculation is applied to interpret the tunneling 

conductance data. The theoretical model is presented in the 

section 2. Calculation of electron Green’s functions is 

presented in section 3 and the expressions for the CDW, SDW 

and SC gap equations in section 4. The results and discussion 

are given in section 5 and conclusion in section 6.  

 

2. Theoretical Model 

 

In high-  systems , the oxygen atoms surrounding 

the central Cu-atom form an octahedron. The structural 

evidences show that the neighboring Cu-O octahedra are 

enlarged and contracted alternately. As a result Cu-atoms 

acquire disproportionate charges, because of the two different 

Cu-O bond lengths. This indicates the existence of strong 

electron-phonon interaction. The presence of the nested pieces 

of Fermi surface and the disproportionate charges of Cu-site 

stabilizes the system with Fermi surface instability by the 

formation of the charge density wave (CDW). Long range anti-

ferromagnetic order present in cuprates owes its origin to 

itinerant electrons in the system. The presence of the Fermi 

surface instability due to the existence of the nested pieces of 

Fermi surface results in the formation of a spin density wave 

(SDW). Based upon our mean-field model [27], the 

Hamiltonian is written as  

 

 

 

                                                                                                (1) 

The first term in  describes the hopping of copper d-

electrons between adjacent sites. Here   is the creation 

(annihilation) operator of the conduction electrons of copper 

atoms. The hopping takes place between the neighbouring sites 

of copper with the dispersion , 

where  is the nearest-neighbour hopping integral. The second 

term represents the CDW interaction, where  is the CDW 

gap parameter which is defined as  

 

 

 

where  is attractive Coulomb interaction in presence of 

phonon coupling to the electron densities of the conduction 

band. The CDW interaction arises due to the Fermi surface 

instability due to nesting condition . The third 

term represents the longitudinal spin density wave (SDW) 

interaction. The SDW interaction is a type of antiferro 

magnetic interaction arising due to the Fermi surface nesting. 

The SDW interaction originates from the repulsive Coulomb 

interaction among the electrons. The longitudinal SDW gap 

parameter is defined as 

 

 

                                      

Here  is the repulsive Coulomb interaction and the 

spin,  corresponding to up (down) spin configuration 

of the electrons. 

The last term represents the s-wave BCS type mean-

field superconducting interaction present in the conduction 

band. The superconducting gap  is defined as  

 

 

 

Here  is the momentum independent effective 

attractive Coulomb interaction, which exists for the interval 

, where  is the cut-off energy.  

 

3. Calculation of electron Green’s Functions 

 

In order to calculate the CDW, SDW and 

superconducting order parameters, we have to calculate their 

corresponding correlation functions from their corresponding 

single particle electron Green’s functions. We define four 

electron Green’s functions  for  to 4 for up-spin 

configuration of the electron spins. 

  

                        (5) 

 

 

 

When these Green’s functions are evaluated by the 

equations of motion of method of Zubarev [28], the four 

coupled electron Green’s functions are found to be  

 

                                         (6) 

  

                           (7) 

  

                           (8) 

  

                                                       (9) 

 

where =  and  appearing in the 

denominator of these above Green’s functions is given by  

 

            (10) 

 

  Here the terms  and  appearing in Eq. (10) can 

be written as  

 

                                       (11) 

 

From the poles of the Green’s functions given in Eq. 

(6) to Eq. (9), we find four quasi-particle energy bands i.e 

 which are written as  
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                                       (12) 

 

Due to the interplay of CDW interaction and the 

superconductivity, the superconducting gap is renormalised to 

give an effective gap . This indicates that the 

CDW and SC gaps appear together and they influence each 

other. 

Thus it appears that the CDW gap acts as a 

pseudogap. Sometimes it becomes difficult to interpret the 

tunneling conductance spectra, Raman spectra and the neutron 

scattering spectra due to the co-existence of the CDW and SC 

interactions in the systems. In addition to this the SDW 

interaction again renormalises, the quasi-particle bands  

and  by the presence of  terms. We apply later on our 

model calculation to interpret the scanning tunneling 

microscopy experimental data.  

 

4. The CDW, SDW and SC gap equations 

 

In order to investigate the interplay of the CDW, 

SDW and SC interactions in their co-existence phase in the 

copper oxide superconductors, one has to calculate the gap 

equations from the Green’s functions. The CDW gap ( ) is 

calculated from the Green’s function  given in Eq. (8) 

by using the definition of CDW gap defined in Eq. (2). The 

integral form of the CDW gap is written as  

 

                                       (13) 

 

where the CDW coupling is  with  as the 

density of states of the conduction band. The function  ( for 

j=1 to 2) can be written as  

 

                                       (14) 

 

where .  

 

The expression for the SDW gap is calculated from 

the correlation functions derived from the Green’s function 

 given in Eq. (8) by using the definition of the SDW 

gap in Eq. (3). The integral equation for the SDW gap is 

written as  

 

                                       (15) 

 

where the SDW coupling parameter is . The functions 

 and  appearing in Eq. (15) are written as, the function 

 for  to 2  

 

                        (16) 

 

where .  

 

The expression for superconducting gap is calculated 

from the correlation functions derived from the Green’s 

function  given in Eq. (7). The integral form of the 

gap equation for the superconducting order parameter is 

written as  

 

                                       (17) 

 

where the SC coupling parameter . The functions 

 for  to 2 are written as  

 

                                       (18) 

 

To simulate the strong energy dependence of the 

conduction electron density of states around the center of the 

band in the system, we consider a model density of state  

as given below  

 

                         (19) 

 

where 2D is the conduction band width. This form of the 

density of state also mimics that for a tight binding band of a 

two dimensional square lattice, thus justifying the choice for 

the copper oxide system. The physical quantities involved are 

made dimensionless by dividing them by the hopping integral 

. The reduced parameters are, the superconducting 

parameter   ; the CDW parameter ; the SDW 

parameter ; the superconducting coupling 

; the CDW coupling ; the SDW coupling 

; reduced temperature . 

 

5. Results and Discussion 

 

Based on our model, the gap equations for mutually 

competing orders i.e charge density wave (CDW), spin density 

wave (SDW) and superconductivity (SC), are calculated. The 

dimensionless CDW, SDW and SC parameters i.e. ,  and  

are involved integral functions and they are functions of each 

other and hence are solved self-consistently for a set of SC 

coupling , the CDW coupling  and 

the SDW coupling . The temperature variations 

of the reduced SC parameter ( ), CDW parameter  and the 

SDW parameter  are shown in Figure 1. As expected for 

cuprates, the SDW phase lies below the Ne l temperature ( ) 

 0.008 and the SDW gap magnitude is much reduced. The 

 
 

Figure 1. The self-consistent plot of SC gap parameter ( ) vs. 

temperature (t), CDW gap parameter ( ) vs. temperature (t), and 

SDW gap parameter ( ) vs. temperature (t) for fixed values of 

= 0.09994 , = 0.0445 , = 0.0311. 
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SC and CDW phases co-exist below a SC transition 

temperature  0.016 which corresponds to the SC transition 

temperature of   40K for the hopping integral 2

. This   40K is of the order of the SC transition 

temperature ( 38K) for LSCO [10]. It is found the  

and the CDW transition temperature  are equal. The 

pseudogap (CDW) merges with the superconducting gap 

showing that the superconducting gap is renormalised to give a 

higher gap value of  as seen from the relation 

for the quasi-particle band energy given in Eq. (12). Earlier 

panda et. al. [27] have solved the gap equations for the SC, 

CDW and SDW parameters for a set of higher coupling 

constants [i.e g=0.4512, =0.0941 and =0.1095] compared 

to the present set of couplings and obtained the temperature 

dependent plots for z,  and  with three distinctly different 

transition temperatures. Moreover, the temperature dependent 

CDW order parameter resembles the plot obtained for the 

Bismuth based superconductor by Ekino et. al. [9]. It is to note 

further that the pseudogap phase (CDW) appears above the 

superconducting transition temperature ( ) and 

below the pseudogap temperature ( ) for that 

system [9]. This type situation exists in the phase diagram of 

the under-doped high-  systems [1, 4]. In the present 

computation for the dimensionless order parameters z,  and 

, we have taken smaller values of the three couplings and 

particularly very small value of SC coupling, g=0.09994. For 

this situation the SC and CDW transition temperatures are 

equal and, the SC and CDW order parameters are of same 

order in magnitude and hence the SC order parameter is 

renormalized to give a higher magnitude the SC gap i.e 

W= . Under the condition of = , the CDW and SC 

phases coexist in the phase diagram in the under-doped regime 

of the high-  cuprates [1, 2]. The effect of different couplings 

(i.e g, , ) on the dimensionless parameters, z(t), (t) and 

(t) are presented in Figures 2 and 3.  

The temperature dependences of the gap values z,  

and  are shown in Figure 2 for different values of 

superconducting coupling parameter (g). It is found that with 

increase of SC coupling parameter, the magnitude of the SDW 

gap as well as the Ne l temperature are suppressed 

considerably. Further with increase of SC coupling g, both the 

SC transition temperature ( ) and the CDW transition 

temperature ( ) are shifted together to a higher values. Under 

these conditions, the magnitude of the CDW gap is enhanced 

throughout the temperature range and, both the CDW and SC 

phases are extended to the higher temperature resulting in the 

enhancement of  due to the presence of the pseudogap (in 

this case CDW). This shows a strong interplay between the 

CDW and SC interactions. It is to note further that with 

increase of superconducting coupling (g), the CDW and the SC 

transition temperatures ( ) are enhanced very slowly, while 

the SDW transition temperature ( ) is enhanced rapidly and 

the magnitude of the SDW gap remains a low constant value 

throughout the temperature range (see the inset of Figure 2). In 

the present calculation, the SC transition temperature 

 ( 40k for a hopping integral of 0.25 eV) for a 

given value of superconducting coupling g=0.14001. The SC 

transition temperature can still be enhanced by increasing the 

SC coupling. Due to the pseudogap (CDW phase in the present 

case) interaction with superconductivity, we can achieve 

higher  even with with lower SC coupling as compared to 

BCS type metallic superconductors. In the present calculation, 

we have considered BCS type weak SC coupling. It is to note 

here that there exists controversy regarding the electron-

phonon pairing mechanism by Zhao [29, 30] and the spin 

fluctuation pairing mechanism [31] for high-  cuprates. 

Plakida [31] has agreed that the spin fluctuation pairing 

mechanism supports the experimental observations with 

negligible contribution of electron-phonon interaction. On the 

contrary, Zhao [29, 30] has shown that the strong electron-

phonon interaction, rather than spin fluctuation, plays a 

dominant role in the microscopic pairing mechanism in 

cuprates. They further show that intrinsic pairing symmetry in 

the bulk is not d-wave, but extended s-wave in hole doped 

cuprates and node less s-wave in electron-doped cuprates. 

The temperature dependences of z,  and  are 

shown in Figure 3 for different values of SDW coupling ( ). 

With increase of SDW coupling, the SDW parameter is 

reduced and is finally suppressed completely. However, the 

effect of  on CDW and SC gaps shows some new results. 

With the increase of SDW coupling, the CDW gap magnitude 

is enhanced considerably throughout the temperature range. 

Under this condition, the SC transition temperature ( ) and 

CDW transition temperature ( ) are shifted to new higher 

values and thereby extending the superconducting phase to a 

 
 

Figure 2. The self-consistent plot of SC gap parameter ( ) vs. 

temperature (t), CDW gap parameter ( ) vs. temperature (t) and 

SDW gap parameter ( ) vs. temperature (t) taking different 

values of SC coupling = 0.09994, 0.10400 and 0.14001. 

 

 
 

Figure 3. The self-consistent plot of SC gap parameter ( ) vs. 

temperature (t), CDW gap parameter ( ) vs. temperature (t) and 

SDW gap parameter ( ) vs. temperature (t) taking different 

values of SDW coupling ( )= 0.0311, 0.0331, 0.0569, 0.0599 

and 0.0699. 
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higher temperatures. This shows that the SDW coupling plays 

an important role in enhancing the SC transition temperature 

and the magnitude of the pseudogap (CDW). With the increase 

of the SDW coupling ( ), the CDW and the SC transition 

temperatures ( ) are enhanced considerably, but the SDW 

transition temperature ( ) nearly remains constant with 

gradual suppression of the SDW gap magnitude (see the inset 

of Figure 3). The present study shows that the SDW coupling 

plays a vital role in the pairing mechanism of cuprates. The 

spin fluctuation pairing mechanism is emphasized by several 

authors [17, 31]. 

The density of states (DOS) of the system represent 

the tunneling conductance measured by STM technique. 

Therefore, we have calculated the density of states from the 

spectral density function which is defined as 

 where G is the conduction electron Green’s 

functions. The plot of DOS is shown in Figure 4 for different 

temperatures, t=0, 0.01, 0.015. All the three phases such as SC, 

CDW and SDW co-exist at temperature . It is seen from 

Figure 4 that there appears two gaps at temperature t=0 i.e the 

outer gap, O-O with gap edges at  and 

the inner gap, I-I with gap edges at . 

These two gap edge values can be measured from the 

conductance data from the superconductor-insulator junction, 

STM or ARPES measurements. Applying our model 

calculation, the reduced SDW gap  and the renormalised SC 

gap,  can be calculated. However, the 

individual magnitudes of the SC gap (z) and the CDW gap ( ) 

cannot be calculated from our model calculation. The STM 

measurements [10] on the doped system LSCO with doping 

x=0 gives  5meV and  10meV. Our model 

calculation is applied to the system with  

and . This gives the renormalised SC gap of 

=7.5 meV and the smaller SDW gap =2.5 

meV. The renormalised SC gap (W) obtained from any 

tunneling measurements is higher than the actual SC gap. This 

is in agreement with the remarks made by the authors [10]. 

They have observed that the magnitude of the superconducting 

gap is not in simple agreement with the SC transition 

temperatures. Our model calculation can be applied similar to 

the tunneling measurements on other cuprate systems [11 - 

13]. For the temperature range  i.e at the 

temperature 0.01, the SDW phase disappears, but the CDW 

and SC phases co-exist. Therefore, we observe a single gap at 

t=0.01 in the DOS with gap edges at 

. Since the CDW and SC gaps are renormalised in the 

co-existence phase, it is not possible to find out the individual 

components of the two gap values. Thus, pseudogap (CDW) 

interferes with the SC gap, providing thereby an uncertainty in 

the measurement of the SC gap magnitude. Similarly a single 

gap structure with reduced gap size appears at temperature 

 in the vicinity of the SC transition temperature. The 

CDW state in cuprate systems acts as a pseudogap which 

exists in the normal state up to a temperature  as shown 

by the tunneling measurement for Bi-Sr-Ca-Cu-O system [9]. 

In the earlier model calculation by Panda et. al. [27], the SC 

and the CDW phases have competed with each other with the 

CDW transition temperature ( ) being higher that of the SC 

transition temperature ( ). The CDW phase lie in the region 

above  and below the pseudogap (CDW) transition 

temperature ( ). They have shown that a gap (CDW 

pseudogap) still exists above . In the present model 

calculation the pseudogap (CDW) phase lies inside the SC 

state and gives rise to a renormalized higher SC gap. 

 

6. Conclusions 

 

In the present communication, we consider the strong 

interplay between the charge density wave, spin density wave 

and superconducting order parameters within a mean-field 

approximation. The expressions for these three order 

parameters are derived from the correlation functions 

calculated from the corresponding single particle electron 

Green’s functions. The order parameters are solved self-

consistently for a set of the CDW coupling =0.0445 and the 

SDW coupling =0.0311 and the SC coupling g=0.09994 

satisfying the experimental condition, . In this 

model the SDW and CDW gap are assumed to act as 

pseudogaps. The pseudogap (CDW) gap merge with the 

superconducting gap, thereby giving rise to a renormalised 

superconducting gap =  which becomes higher than 

the pure superconducting gap. Rightly the authors [10] have 

found from their tunneling measurements that the magnitude 

of the superconducting gap is not simple agreement with the 

SC transition temperatures. With the increase of SC coupling 

the SDW gap is suppressed, while the SC and CDW gaps are 

enhanced throughout the temperature range. It is to note 

further that both the SC and CDW transition temperatures are 

coincident and are shifted to higher value with the increase of 

SC coupling. This shows a strong interplay between the CDW 

(pseudogap) and the SC interactions. Due to the competition of 

the pseudogaps (CDW and SDW) in the present model 

calculation, a smaller SC couplings (i.e. as compared to BCS 

weak coupling for metallic superconductors) gives higher SC 

transition temperature. With the increase of the SDW coupling, 

the SDW gap is suppressed gradually, but the SC and CDW 

gaps are enhanced considerably. In this case also the SC and 

CDW transition temperatures shift together to new higher 

value. Thus it is clear that the SDW coupling plays an 

important role in the enhancement of the SC transition 

temperature. This conclusion supports the spin-fluctuation 

mediated pairing mechanism advanced by several authors [17, 

31]. We have calculated the density of states (DOS) of the 

conduction electrons from the imaginary part of the Green’s 

functions. The DOS is directly related to the tunneling 

 
 

Figure 4. The conduction electron DOS at temperature = 0.0, 

0.01, and 0.015. The temperature dependence of the gap 

parameters  ,  and  are taken from Figure 1. 
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conductance spectra obtained from the scanning tunneling 

microscopy. The DOS displays two gap structures i.e outer gap 

O-O with the gap edges at  and the inner gap, I-I 

with gap edges at  where the renormalised SC gap 

is . From the measured gap edge values of the 

tunneling spectra one can calculate independently the 

renormalised SC gap W and the SDW gap . At temperature 

 the CDW and the SC gaps co-exist. Since these two 

gaps merge together giving rise to a single renormalised SC 

gap, we obtain only a single gap structure with gap edge values 

at  in the co-existence phase. The 

renormalised SC gap W is certainly higher than the true SC 

gap. This anomaly in the SC gap magnitude arises due to the 

pseudogap effect (in this case CDW gap). 
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1.  Introduction 

 

The family of rare-earth perovskite manganites 

[  rare-earth, =Ba, Sr, Ca] has revealed 

very interesting features like complex interplay of charge, spin 

and orbital degrees of freedom [1, 2]. Like other strongly 

correlated systems, the orbital physics plays a crucial role in 

governing the charge transfer and the magnetic properties like 

the colossal-magnetoresistance (CMR) near the Curie 

temperature  of manganites [3]. The substitution of the 

rare-earth ion  by a divalent cation  generates  

ion leading to double exchange interaction and a simultaneous 

observation of metallic and ferromagnetic character [4, 5]. The 

strength of the double exchange (DE) interaction in the -

based systems is eventually weaker than in the -based 

systems, due to possible larger lattice distortion produced by 

the smaller  ions [6]. Consequently, a closer competition 

would exist between the electron-phonon, electron-electron 

and double exchange interactions in a system like 

(NCMO) [7,8]. The manganite 

 (LCMO) [9,10] exhibits extremely rich phase 

diagram due to competition between the tendency of electrons 

to delocalize and the simultaneous presence of interactions like 

magnetism, Coulomb repulsion and electron-phonon coupling. 

The spectroscopic measurements on  [11] 

show a peak at  and a broad shoulder at lower 

frequencies which attribute to the CDW collective excitations. 

In the optical conductivity of manganites with commensurate 

charge ordering, strong CDW excitation peak appears in meV 

range below  for frequency , with CDW gap of 

 or 0.1 meV for LCMO,  in 

(NCMO) [12]. In several manganites, the 

CO phase can be described [13] in terms of charge density 

wave (CDW) model [14, 15], which assumes weak electron-

phonon coupling. 

In doped manganites, metallic ferromagnetic (FM), 

insulating paramagnetic (PM), antiferromagnetic (AFM) and 

charge/orbital ordered states are among the competing ground 

states [16]. To explain the CMR phenomenon, Zener has 

proposed the double exchange (DE) mechanism [17]. 

According to this model the itinerant  electrons can hop 

between  and  ions via  ion. In order to do so 

the spins of the  electrons have to remain parallel to those of 

the core  electrons, because the Hund’s coupling makes the 

system behaving like a ferromagnetic metal. The 

ferromagnetic Hund’s rule exchange coupling between the 

spins of itinerant  and the localized  electrons, their 

interaction strength with Jahn-Teller (JT) phonons or the CDW 

state and the Coulomb correlations, are believed to be 

responsible for different phenomena observed in manganites, 

but that has so far not been very clear. Though double 

exchange (DE) interaction [17] can promote the ferromagnetic 

metallic state in manganites, this is not sufficient to explain the 

observed large resistivity near . Millis et. al. [18, 19] and 

others [20-23] have proposed other effects like JT distortion, 

spin-phonon interactions and polaron effects in order to 

explain the insulating phase above the Curie temperature . 

In manganites, the band structure is anisotropic which leads to 

the splitting of the JT levels as shown by the calculations of 

Takahashi et. al. [24]. A review on co-operative JT effects and 

Abstract 

 

The doped rare-earth manganites exhibit a rich phase diagram due to several competing orders like charge, spin, orbital and lattice 

degrees of freedom. In order to study the complex properties of these systems, we report here a microscopic theoretical model. The model 

consists of band Jahn-Teller (JT) splitting in the  band due to the orbital ordering and the charge density wave (CDW) in the same  band 

arising due to the charge ordering for  and  ions. In addition to this we consider a double exchange model describing the spin-

spin interaction among the  and localized core  electrons. Due to Hund’s rule coupling, the core electrons provide strong 

ferromagnetism which aligns the  spins ferromagnetically. Further, the model consists of Heisenberg type direct spin-spin interaction 

among the  core electrons. Thus the model provides a strong interplay among the JT distortion, charge-ordering and ferromagnetism in 

the conduction band and this finally gives rise to complex properties of the manganite system. It is observed that both the CDW coupling 

and the static JT coupling strongly change the CDW transition temperature and the lattice distortion temperature, while it enhances the 

magnitude of  magnetization at low temperatures keeping the ferromagnetic transition temperature  unchanged due to strong Hund’s 

rule coupling. On the other hand, the double exchange coupling enhances ferromagnetic Curie temperature and also the magnitude of the 

induced magnetization in the  electron band increases to a large extent. It is expected that this interplay will influence the 

magnetoresistance of the system as observed by the experiments. These results will be reported. 
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its consequences on different systems has been reported earlier 

[25]. Kanamori has reported the splitting of JT levels due to 

co-operative JT effect and applied to specific systems taking 

into account the pseudo-spin operators in semi-classical 

approximations [26]. Recently Rout et. al. [27-30] have 

employed Jahn-Teller effect to explain magnetoresistivity 

above . More recently, Rout and co-workers have reported 

the theoretical investigations of the effect of charge ordering 

on the physical properties like magnetization [31], velocity of 

sound [32], magnetic spin susceptibility [33] and Raman 

spectra [34] for the manganite systems. In the present 

communication, we consider the Kondo-Heisenberg 

interaction along with the JT distortion and CDW interaction 

as the extra mechanisms to account for the insulating phase 

just above . The rest of the work is as follows: The model 

Hamiltonian is described in section 2. The gap equations are 

calculated in section 3. The results and discussion are 

presented in section 4, and finally the conclusion in section 5.  

 

2. The model Hamiltonian 

 

The general structure of the doped manganites, 

 is a perovskite structure. The manganese ions 

sitting at the center of the cube and oxygen ions lying at the 

face centers form  octahedron. The alkaline-earth 

metallic ion  is substituted at the rare-earth ionic site  

with a concentration of . In the manganite systems double 

exchange (DE) interaction can promote the ferromagnetic 

metallic state, whereas the JT distortion is likely to promote 

the insulating phase. It can be visualized that when 

 bond bends it enhances the JT distortion thereby reducing 

the band width as well as the DE interaction. Also the JT 

distortion itself can get altered because of the DE interaction. 

When DE interaction is enhanced, the JT distortion is 

suppressed due to the straightening of the  bond. 

This competition between the JT distortion and the DE 

interaction can cause metal-insulator transition in the doped 

manganites. Externally applied magnetic field enhances 

metallic behaviour of manganites by enhancing DE interaction 

and suppresses the JT distortion as well as the insulating 

phase. Further, Peierls type periodic lattice distortion in the 

system is associated with a spatially periodic modulation of the 

electronic charge density, called charge density wave (CDW). 

The formation of CDW opens up an insulating gap at the 

Fermi level, lowering the kinetic energy of the conduction 

electrons. In the model calculation, we consider the Jahn-

Teller effect and the CDW interaction as the two extra 

mechanisms in addition to the Kondo-Heisenberg interaction 

to explain the CMR effect just above the Curie temperature. 

The electronic part of the model Hamiltonian consists of the  

electron Hamiltonian, the  type double exchange 

interaction and the  electron Hamiltonian besides the JT 

interaction. The Hamiltonian is written as  

 

                                                                                   (1) 

  

The first term in the Hamiltonian  describes two 

degenerate orbitals  for conduction electrons with 

band energy , where  and  

are the chemical potential, Bohr magneton and external 

magnetic field respectively with  or  depending on 

spin up or spin down states and  being the 

annihilation (creation) operator for the electrons in the  

band. The partially filled  band of the manganese ion gives 

rise to Jahn-Teller (JT) effect in the d-electrons. The two 

electron bands are separated by a JT gap of , where  is 

the static JT coupling and  represents the lattice strain. The 

third term represents the  double exchange interaction. In 

the fourth term  is the position of the  core level with 

respect to Fermi level ,  is the magnetic moment of 

the core electron and  is the creation (annihilation) 

operator of the core electron. The fifth term describes the 

nearest neighbour Heisenberg type spin-spin interaction for the 

 electrons, which produces ferromagnetism in the crystal. 

The last term in Eq. (1) is the elastic energy which is 

minimized to find the temperature dependent lattice strain  in 

equilibrium condition. The Hamiltonian representing the 

charge density wave (CDW) in the  band is written as  

 

                                         (2) 

 

where  is the CDW gap parameter. The CDW state has a 

super periodicity where  becomes the new reciprocal lattice 

vector with a corresponding reduced Brillouin’s zone. This 

satisfies the nesting property, i.e. , with a periodic 

wave vector . 

In the present calculation, this interaction is 

considered within Ising type mean-field approximation giving 

emphasis only to the strong ferromagnetic molecular 

magnetization  arising due to the localized core  

electrons. It will be shown that the magnetization  will be 

induced in the  band due to the ferromagnetism present in 

the core  electrons. The origin of the magnetization  

induced in the  band is due to the double exchange (DE) 

interaction. The total Hamiltonian of the  and  band 

electrons is given by  

 

                                         (3) 

 

Here the band energy 

, with  and  being the  type 

double exchange (DE) coupling constant and magnetization in 

the  band respectively. In the third term 

, where  and  are Heisenberg coupling 

constant and induced magnetization in the  band 

respectively. The  electron magnetization , the lattice 

strain , the CDW order parameter ( ) and the core electron 

magnetization  are calculated from the electron Green’s 

functions.  

 

3. Calculation of gap equations 

 

Using the total Hamiltonian, the double time single 

particle electron Green’s functions are calculated by using the 

Zubarev’s technique [35]. The Green’s functions for the 

conduction electrons in  bands corresponding to the two 

orbitals  and spins  are  
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                                                                                   (4) 

 

 where  

 

 

 

 

 
 

and  

 

 
 

The average occupation numbers of up and down spin 

 electrons are  

 

            (5) 

 

 The induced mean-field magnetization in eg electrons 

is defined as  

 

 

                                                       (6) 

 

The temperature dependent static lattice-strain  is 

given by  

 

 

                                         (7) 

 

 The charge density wave order parameter  

 

                           (8) 

 

The Green’s function for the  band electrons is  

 

                           (9) 

 

where  

 

The average occupation numbers for up and down 

spin  electrons are  

 

                         (10) 

 

The magnetization  for the localized  electrons 

is found to be  

 

                         
                                                                        (11) 

 

As three electrons are present in the  level, 3 is 

multiplied to the expression for . Here 

 is the Fermi-Dirac distribution function. While 

calculating, the temperature dependent parameters like CDW 

gap , lattice strain  and the conduction electron 

magnetization , we have taken the sum over the spins and 

the sum over the wave vector k is replaced by an integration 

over the energy  as , where  is the 

density of states (DOS)[27] and  is the total band width  

of the conduction band. Here,  simulates its strong energy 

dependence around the center of the band due to a logarithm 

singularity. The model DOS is assumed to be of the form  

 

                                       (12) 

 

where,  is the unperturbed DOS of the conduction band 

electrons at the Fermi level. Since these temperature dependent 

physical quantities are integral equations and involved 

functions of each other, they are computed together self-

consistently. All these physical quantities are made 

dimensionless by scaling with respect to the conduction band 

width , and the dimensionless parameters are: the double 

exchange coupling , the CDW coupling 

, the Heisenberg coupling of core electrons 

, the static JT coupling , the reduced 

CDW order parameter , the reduced temperature 

, the external magnetic field , and 

reduced core level position . The variations of the 

dimensionless parameters  for dimensionless 

temperature are shown in Figures 1-3. 

 
 

Figure 1. The self-consistent plot of core-electron magnetization 

 versus temperature , CDW gap  versus temperature 

, lattice strain  versus temperature  and induced 

magnetization  in the  band versus temperature  for 

fixed  exchange coupling , CDW coupling 

, core-spin coupling  and static JT 

coupling . The inset shows the magnified plot of  

versus temperature. 
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4. Results and Discussion 

 

Temperature dependence of core electron 

magnetization ( ), lattice strain ( ), CDW gap ( ), and the 

induced conduction electron magnetization ( ) within this 

theoretical model can be studied by varying different model 

parameters of the manganite system. The temperature variation 

of  and  are used to study the interplay of these long 

range orders choosing a set of parameters of the system such 

as the double exchange coupling , the CDW coupling 

, the Heisenberg coupling  and the 

static JT coupling  in absence of magnetic field 

(i.e. ), with chemical potential  and core level 

position . In this model the Kondo-Heisenberg model is 

treated within a mean-field approximation in presence of the 

lattice strain and the CDW gap. It is assumed that there is one 

conduction electron and three core electrons in the system 

satisfying the constraint . Here  and 

 are solved self-consistently and then their temperature 

dependencies are shown in Figure 1 for the fixed set of 

coupling constants. Such a phase change from paramagnetic to 

ferromagnetic state near  has been studied experimentally 

[36-38]. Similar CDW interaction gap appears at  meV for 

, at  meV for  [12], at 

 eV in  [39]. In this model we have chosen 

the ferromagnetic Curie temperature 

, the charge ordering temperature 

 and the lattice distortion 

temperature  for a band width 

 of , such that . The system displays pure 

lattice distortion phase for , and the phase of 

interplay between CDW and lattice strain for . 

Since ferromagnetism is induced in  electron band due to the 

ferromagnetism in  core electrons through double exchange 

mechanism, the magnetic transition temperature is same for 

both  and  electrons. However, the magnitude of  is 

much smaller compared to . A strong interplay of  

and  is expected below the Curie temperature. This interplay 

is studied below through Figures 2 and 3. Rout et. al. [30] have 

reported a very strong insulating phase just above . Similar 

insulating phase is expected above the Curie temperature due 

to the presence of combined effect of CDW and lattice 

distortion just above the Curie temperature. The calculation for 

resistivity within the present model is in progress and will be 

reported elsewhere. 

In the present model, the CDW interaction provides 

an extra mechanism to produce a strong insulating phase above 

the Curie temperature. The effect of CDW coupling  on 

magnetization is shown in Figure 2. It is observed that with the 

increase of CDW coupling, both the CDW gap and the lattice 

strain are enhanced considerably at very low temperatures. As 

a result, the induced magnetization ( ) is correspondingly 

suppressed at low temperatures. This type of suppression of 

magnetization at low temperatures is observed in the 

experimental datas on  [40],  

[41] and  at  [42]. Recently, 

theoretical model studies of large M-I transition near  in 

doped manganite systems is done separately considering CDW 

interaction [31] and band JT distortion [30] as extra 

mechanisms along with DE interaction. It is seen that due to 

strong interplay between charge ordering and ferromagnetism, 

the magnetization in  band is suppressed considerably at 

lower temperatures where the CDW gap is robust. Also, the 

CDW gap is found to be suppressed when magnetization in  

electrons increases [31]. A similar effect is observed in the 

presence of JT interaction. The temperature dependence of 

both magnetization in  band and lattice strain due to JT 

distortion shows suppression at low temperatures [30], in the 

co-existence phase of ferromagnetism and JT distortion. This 

type of behaviour is also observed in the Jahn-Teller gap 

calculated based on a model Hamiltonian of Kondo model [43-

45]. Above the Curie temperature in paramagnetic phase, with 

the increase of CDW coupling, the lattice strain as well as the 

lattice distortion temperature  are enhanced, whereas the 

CDW gap and the charge ordering temperature  are 

suppressed. However, the Curie temperature remains 

unchanged under this condition. It is expected that a strong 

insulating phase will appear above  and this will be strongly 

influenced by the interplay of lattice distortion and CDW 

interaction. Similar high resistivity arising due to lattice 

distortion has been reported earlier by Rout et. al. [29, 30]. 

In this present model the JT lattice distortion provides 

another extra mechanism to produce a strong insulating phase 

 
 

Figure 2. The temperature dependence of  and  in  band 

for different values of CDW coupling 

 and other parameters being same as Figure 1. The 

inset shows the magnified plot of  versus temperature. 

 

 
 

Figure 3. The temperature dependence of  and  for 

different values of static JT coupling 

 and other parameters being same as 

Figure 1. The inset figure shows the temperature dependence of 

 for the above values of . 
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just above the Curie temperature in the manganite systems. 

The effect of JT coupling ( ) on the temperature dependent 

parameters i.e.  and  are shown in Figure 3. The 

interplay of lattice strain ( ) and CDW gap ( ) due to the 

variation of JT coupling shows very interesting effects. With 

increase of JT coupling , the lattice strain shows very 

small suppression at lower temperatures, whereas the CDW 

gap present in the conduction band is enhanced. Consequently, 

the induced magnetization  in the  electron band is 

enhanced at low temperatures. The JT coupling has no effect 

on the robust magnetization  arising due to the  core 

electrons. It is to note further that the Curie temperature 

remains unchanged even due to the variation of JT coupling. 

On the other hand the effect of JT coupling on  and  is very 

profound above the Curie temperature in the paramagnetic 

phase. With increase of JT coupling the lattice strain above  

and the lattice distortion temperature are suppressed, whereas 

the CDW gap is enhanced considerably throughout the 

temperature range and so also the charge ordering temperature 

( ). Thus the interplay shows that the charge ordering 

dominates over lattice distortion above  due to the variation 

of JT coupling. We expect that the resistivity arising above the 

Curie temperature will be strongly influenced by the interplay 

between the Jahn-Teller distortion and CDW interaction.  

 

5. Conclusions 

 

In the model calculation we have considered the JT 

effect and the CDW interaction as two extra mechanisms 

besides the double exchange interaction in order to study the 

CMR effects in manganites. The magnetic aspect of the system 

is considered within an Ising type mean-field approximation 

for ferromagnetism arising purely due to  core electrons. 

The lattice strain, the CDW gap and the magnetization are 

calculated by Green’s function technique and solved self-

consistently. For a set of parameters we have fixed the JT 

distortion temperature ( ) and the charge ordering 

temperature ( ) above the Curie temperature. The effect of 

charge ordering coupling and the JT coupling on  and 

 are investigated. With the increase of CDW coupling,  and 

 are enhanced, while conduction electron magnetization ( ) 

is suppressed at low temperatures as observed in several 

experiments [40-42] and theoretical model studies [30, 31]. 

Above Curie temperature the interplay of  and  are such that 

the charge ordering temperature is suppressed, but lattice 

distortion temperature is enhanced. With increase of JT 

coupling, the lattice strain is less suppressed at low 

temperatures, while the CDW gap is enhanced to a large 

extent. The  electron magnetization is enhanced at low 

temperatures with increase of JT coupling. Above Curie 

temperature, with increase of JT coupling, the lattice distortion 

temperature is suppressed, while the CDW gap and charge 

ordering temperature are enhanced considerably. The interplay 

of the charge ordering and the lattice strain is expected to have 

a great bearing on the magnetoresistivity above Curie 

temperature.  
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1. Introduction 

 

Hydrogen bonded ferroelectrics (HB) have attracted a 

lot of attention for the nature of phase transitions and their 

electro-optical applications [1]. Potassium dihydrogen 

phosphate (KDP) is the prototype of such hydrogen bonded 

ferroelectrics characterized by covalently bonded PO4 units 

connected by a network of O-H---O hydrogen bonds and ionic 

bonding between potassium cations and H2PO4 anions. 

Potassium dihydrogen arsenate (KDA) is a member of the 

KDP family with a crystal structure isomorphic to tetragonal 

KDP at room temperature and belongs to space group D2d with 

Z=2 as shown in Figure 1. At ferroelectric transition 

temperature Tc=94K, it undergoes transition from paraelectric 

(D2d) to ferroelectric (C2v) phase [2]. In the paraelectric phase 

hydrogen is disordered between two equivalent positions with 

equal probability along O-H---O bond [3]. In the proton 

tunneling model proposed by Blinc  et al the equilibrium 

positions of H ion to the left or right of the centre of O-O bond 

are described by the pseudo spin SZ, which takes values +1 and 

-1 respectively. The tunneling motion of hydrogen between 

these two positions and its propagation in the system can be 

described as pseudo spin wave. At phase transition 

temperature Tc, pseudospin wave condenses resulting in 

ferroelectric transition.  The displacement of arsenate or 

phosphate ions along c axis is triggered by proton ordering in 

the basal plane as seen in the optical phonon mode at Tc [3] by 

Raman and IR measurements. 

A linear correlation between Tc and O-H---O bond 

distance (R) for tetragonal KDP family is reported [4]. 

However, KH2AsO4 (KDA) and KD2AsO4 (KD
*
A) show 

considerable deviation from such linear behavior [5]. 

Structural studies of KDA and KD
*
A have revealed that the 

bond distance R is larger than that of KDP, in spite of having 

Tc lower than the other. 

 A systematic study of structural parameters 

influencing phase transition of KDP like systems has revealed 

Abstract 
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Figure 1. Crystal structure of tetragonal KDA. The hydrogen 

atoms are located at two equilibrium positions, which have two 

fold symmetry along x or y directions at the centre of O-H--O 

bond. 
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other parameters like degree of distortion and packing of 

cations contribute to the Tc in addition to the bond distance [5]. 

The first principles calculations of electronic structure 

of potassium dihydrogen phosphate (KDP) and proton transfer 

potential energy curve based on Hartree-Fock quantum 

mechanical calculation method was reported earlier [6]. Zhang 

et al reported similar calculations in KDP used density 

functional theory (DFT) [7]. They concluded that the 

spontaneous polarization in KDP like crystals is due to 

redistribution of electron charge density along P/As-O bond 

caused by proton ordering below Tc. The linear response 

functions such as Born effective charge tensors and phonon 

frequencies at the centre of Brillouin zone give insight into 

dynamics responsible for large spontaneous polarization at Tc 

[8]. Since the large values of Born effective charges of ions 

above their nominal values reflect the long range ionic 

interactions, ferroelectric instability is expected. 

The aim of the present work is to understand the 

phase instability, electronic band structure, optical properties 

and lattice dynamics in tetragonal KDA using DFT 

calculations. Further, reasons for deviation of KDA from linear 

relation (Tc- R) (shown by KDP like crystals) is also 

addressed. The calculations of the phononic modes at high 

pressure show an evidence of phase stability. 

 

2. Methods and Computational Details 

 

2.1. Computational Details 

The first - principles calculations of electronic 

structure and lattice dynamics of KDA reported here are 

carried out using CASTEP [9]. The energy cutoff for the plane 

wave basis was fixed at 750 eV. The total energy / atom 

convergence criterion was set below 0.01 meV. In order to 

calculate energy, band structure, density of states and optical 

spectra, generalized gradient approximation (GGA) with 

Perdew-Burke-Ernzerhof parametrization [10] was employed. 

Vanderbilt Ultrasoft pseudo potentials [11] were used for 

exchange-correlation. 

We have performed structural relaxation of tetragonal 

KDA using BFGS algorithm employing delocalized internal 

optimization method with the starting geometry parameters 

taken from the crystallographic data [12]. In our calculations, 

the reciprocal space integration was done using Monkhorst-

Pack (MP) special k-point integration method [13]. Integration 

is replaced by summation over 6X6X6 grid size at a band 

convergence tolerance of 0.001 meV. The linear response 

functions such as Born effective-charge tensors, the phonon 

frequencies and dielectric permittivity tensors are computed 

within the variational formulation of density functional 

perturbation theory [14]. The same method is followed to 

calculate the Born-effective charge tensors of atoms in KDP. 

Also phonon frequencies of KDA are calculated at a high 

hydrostatic pressure (20 GPa). In our density functional 

perturbation theory (DFPT) calculations, convergence criteria 

for maximal force between ions and maximum displacement 

are set at 0.002 eV/Å and 0.001 Å respectively. 

 

3. Results and Discussion 

 

3.1. Electronic structure  

 The results obtained after structural and atomic 

relaxation as shown in Table 1 and are found to be in 

agreement with the crystal structure obtained from neutron 

diffraction experiments [12]. The discrepancy between the 

calculated and experimental O(1)-H-O(2) distances (R) can be 

accounted for the symmetry constraints imposed in our 

calculations. The calculated partial density of states (PDOS) 

for tetragonal KDA as shown in Figure 2, showed energy gap 

(Eg) of 7.55 eV (scissor correction = 3eV) which is found to be 

in agreement with the reported values [15]. Table 2 lists the 

Mulliken charges and overlap populations which are calculated 

by Mulliken analysis using projection of plane wave basis onto 

LCAO basis [16]. Large value of overlap population in As-O 

bond in AsO4 group suggests covalent nature of the bond. A 

very small value of overlap population along oxygen-

potassium bond reveals weak ionic bonding between AsO4 and 

potassium.  

Valence levels are those occupied by low binding 

energy (0-20 eV) electronic states which are involved in de-

localized or bonding orbitals. The spectrum in this region 

consists of many closely spaced levels giving rise to a band 

structure.   The   partial   density   of states (PDOS) of different  

Table 1. Comparison of ab initio lattice parameters and atomic 

positions with the corresponding  experimental values. All 

distances are in Å. Atomic positions are written in fractional co-

ordinates. 

 

                         Calculated                                     Expt 24  

a                        7.628                                            7.635 

b                        7.628                                            7.635 

 c                       7.098                                            7.166 

O/x                    0.155                                            0.1594 

 y                       0.092                                            0.0857 

 z                       0.135                                            0.135 

As-O(1)            1.674                                             1.687 

O(1)-H-O(2)     2.420                                             2.513 

O(1)-H              1.212                                             1.057 

 O(2)-H             1.212                                             1.052 

 H-H(δ)                                                                   0.404 

 

 

 

 

 

 
 

Figure 2. Partial density of states (PDOS) of tetragonal KDA. 
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atoms are shown in Figures 3-6. The highest occupied level 

(HOMO) at 0.0 eV in the calculated band structure can be 

ascribed to purely oxygen 2p in nature as reported in earlier 

molecular-orbital analysis calculations [17]. A prominent 

contribution from potassium p state is observed in our 

calculation at -10 eV. The conduction band mainly arising 

from the 4p and 4s character of As atoms and small 

contributions from H and K atoms is observed in our 

calculations. 

 

3.2. Optical properties 

The optical properties are determined by the dielectric 

function , which is mainly contributed 

from electronic structures. The interaction of a 

photon with electrons in the system is described in 

terms of time dependent perturbation of the ground 

state electronic states. Then transitions between 

occupied and unoccupied states are caused by the 

electric field of the photon. From the Fermi Golden 

rule, it can be realized that the spectra resulting 

from these transitions will be joint density of states, 

weighted by appropriate matrix elements. The 

imaginary part of dielectric constant is given by 

 

                  (1) 

 

Where Ω is the volume of the unit cell, E and u are the energy 

and polarization of the photon respectively 

and  are energy values and wave functions 

of conduction and valence orbitals respectively in k space. The 

real and imaginary parts of the dielectric constant are related 

by Kramers-Kronig transform. In reciprocal space, the matrix 

elements are given by 
 

 
 

Figure 3. Partial density of states (PDOS) of As in KDA. 

 

 
 

Figure 4. Partial density of states (PDOS) of K in KDA. 

 
Table 2.  List of charge of each atom and overlap population between atoms of 

tetragonal KDA. 

 

  Charge             O(1)       O(2)              H               As               K 

                         -0.92       -0.92             0.32            2.22          0.83 

Overlap population        O(1)-O(2)      O(1)-H       O(1)-As     O(1)-K                

  

                                          -0.20             0.39             0.59          0.07 
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                     (2) 

 

The second term corresponds to the non-local 

potentials used in DFT calculations. Drude correction term 

takes care of the intra-band contribution to the optical 

properties especially in the low frequency part of the spectra. 

Since KDA is an insulator, the Drude correction becomes 

insignificant. Other optical properties such as reflectivity R(ω), 

real part of refractive index n(ω) and imaginary part of 

refractive index k(ω) can also be obtained from  and 

 using the following formulae [18]  

 

                                                     (3) 

 

                                     (4) 

 

 

 

The calculated optical reflectivity spectra of KDA as 

shown in Figure 7 has revealed 6 bands in the energy range 5-

30 eV for polarized light [001] at room temperature. The bands 

were named A-F for convenience; with bands A and B mainly 

ascribed to transitions of anions, namely H2AsO4 ions. This is 

also in agreement with the results of reflection spectra from 

synchrotron radiation and dielectric spectra of KDA [19]. The 

C and D bands can be attributed to transitions from valence 

bands of O-H bonds to conduction bands arising from the 

potassium ions. But E and F bands in reflection spectra of 

potassium phosphates and arsenates show different multiplet 

structures which clearly support the idea that the high energy 

transitions are due to cations, namely K
+
 in case of KDA. 

Therefore, E band in the reflectivity spectra may be due to the 

intra-band transition of K
+
 from 3p states to conduction band 

states derived from K
+ 

ion.  

 

3.3. Linear response functions 

 The central idea of linear response method in DFT is 

to compute how the total energy E varies with respect to a 

given perturbation. The second derivative of total energy E 

with respect to external electric field (  is related to the 

dielectric permittivity of the system. Considering only the 

contribution from the energy of the electronic system (Eel), the 

 
 

Figure 5. Partial density of states (PDOS) of O in KDA. 

 

 
 

Figure 6. Partial density of states (PDOS) of H in KDA. 
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dielectric response is purely an electronic dielectric 

permittivity tensor (ϵ∞) given by 

 

                                                            (6) 

 

Where α and β are indices to label Cartesian directions and Ω 

is the volume of the primitive unit cell. Using the variational 

formulation of density functional perturbation theory [20], we 

obtained electronic dielectric permittivity tensor (ϵ∞) as given 

in Table 3. The tensor form is as expected from the crystal 

point group. It is diagonal with  and shows a 

small anisotropy (η) of 0.92 confirming the uni-axial nature of 

KDA crystal. The propagation of electromagnetic radiation 

through a give medium can be defined by a complex refractive 

index . The variation of real and 

imaginary components of refractive index with respect to 

frequency is shown in Figure 8. Due to small anisotropy, no 

difference was observed in refractive index with respect to 

direction of propagation of electromagnetic waves. The 

calculated refractive index (  at 1.1653 eV is found to be 

~1.45 in proximity with reported values [15]. 

 The calculation of ionic contribution to the static 

dielectric permittivity gives Born- effective charge tensors and 

zone centre phonon frequencies. Born-effective charge tensors 

are defined as the induced polarization of the solid along 

direction α for a unit displacement of atoms along direction β 

belonging in sub-lattice k. 

 

                                                                  (7)
 

 

Based on the mixed ionic-covalent character of the 

bonding in ABO3 compounds (essentially B-O covalency), 

Harrison [21] suggested that the sensitivity of the 

hybridizations to the bond length should produce dynamic 

transfers of electrons when the atoms are displaced, resulting 

in an anomalous contribution to the Born effective charges Z
*
. 

 
 

Figure 7. Theoretical reflection spectra (polarization along c direction) of tetragonal KDA. Inset: Experimental synchrotron radiation 

reflection spectra (polarization along c direction).  

 

 
Figure 8. Variation of real and imaginary parts of refractive index with frequency. 

 

Table 3. Optical frequency (  dielectric tensor of 

tetragonal KDA. 

 

Tetragonal 

                 x                       y                   z 

              2.5279               0                     0 

                  0                 2.5279               0 

                  0                    0                 2.3274 
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Because of the mixed ionic-covalent character of their 

bonding, these materials show unusual transfer of charge when 

atoms are displaced. These large values of Z
*
reflect correlated 

atomic displacements which lead to instability. Since KDA is a 

polar crystal with mixed ionic-covalent nature, displacement of 

ions induces non-rigid motion of associated electronic charges. 

In our DFPT calculations, the calculated Born effective charge 

tensors of atoms in KDA are 

 

 

 

 ; 

 

 

 

 

 

We notice that Z
* 

values of hydrogen, oxygen and K 

are much higher than their nominal ionic charge values (H: 

+1e, O:-2e, K: +1e). These values clearly indicate that the 

there is a strong dynamic charge transfer along O-H bond and 

z axis in KDA.  

 The calculated Z
* 
values of atoms in KDP are 

 

 

 

 ; 

 

 

 

 

 

 The squares of phonon frequencies at zone center are 

obtained as eigenvalues of dynamical matrix  

 

 

 

Where k and  run over all the atoms in the unit cell with 

ionic masses Mk and  respectively; and  is the Fourier 

transform of interatomic force constants which is a second 

derivative of total energy with respect to collective atomic 

displacements. By the group theoretical analysis of KDP like 

structure (which contain two molecular units in a primitive 

cell), it is known that 28 Raman active modes can be 

distributed among different irreducible representation of D2d. 

i.e., ΓRaman = 4A1+6B1+6B2+12E in paraelectric phase [22]. 

Table 4 lists the calculated Raman shifts of tetragonal KDA in 

comparison with the experimental values [23]. 

In our Raman calculations, phonon modes are 

assumed to be independent under harmonic approximation. 

The earlier reported Raman studies of hydrogen bonded 

arsenates in paraelectric and ferroelectric phase suggest that 

low frequency B2 and E modes are due to collective protonic 

and deuteronic motion in paraelectric phase [23]. The two 

imaginary frequencies -546.34i (E) and -529.34i (B2) in our 

calculations suggest that these modes in paraelectric phase 

may be responsible for instability. This B2 mode has revealed 

significant atomic displacements of hydrogen along O-H--O 

bond, arsenic along z axis and potassium along -z axis. The 

displacement pattern of this mode is in agreement with the 

eigen vector proposed by Cochran for the soft mode associated 

with the ferroelectric phase transition in KDP [24]. The 

coupling of soft mode with the other optic phonon modes in 

KDP is also confirmed by the ab initio calculations [25]. 

Katiyar et al reported that the coupling between the soft mode 

and a zone center transverse optic mode of the same B2 

symmetry at ~160 cm
-1

 is responsible for spontaneous 

polarization along z direction [26]. We have identified a B2 

symmetry mode at 147 cm
-1

 in our calculation which is likely 

to be coupled to unstable B2 soft mode. The atomic 

displacements in this B2 mode at 144 cm
-1

 has revealed large 

displacement of K
+ 

ions along z axis and As along –z axis.  

However, KDA which has the lowest O-H---O 

distance (R) among the members of the KDP family possess Tc 

higher than that of KDP. Bond geometry and distortion of 

arsenate or phosphate tetrahedron also play important role in 

defining the transition temperature of KDP system. It is also 

reported that the degree of distortion of PO4/AsO4 in KDP 

systems has a negative correlation with Tc [5]. In this work, the 

calculated zz component of Born effective charge tensor of 

Arsenic (2.92) is found to be lower than that of phosphorous. 

The low value of zz component of Z
*
 of As compared to that 

of phosphorous in KDP may suggest that dipole moment 

induced due to distortion of arsenate tetrahedron in KDA is 

Table 4. List of Raman frequencies of tetragonal KDA. 

 

Raman shift (cm -1) 

            Symmetry                            Assignment                            Experimental                     Calculated 

                     E                                                                                                                           548.27i 

                     B2                                                                                                                                                                                     536.80i 

                     E                             K+-AsO4 external                              130                              129.48 

                     B2                                        K
+- AsO4 stretching                           143                              147.40 

                     E                           AsO4 internal bending                         368                              357.55 

      B2                                      AsO4 internal bending                          421                                  413 

                     A1                                     AsO4 symmetric stretching                  795                                   807 

                     E                          AsO4antisymmetric stretching              885                                   862 
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less than that of phosphate tetrahedron in KDP. This is also 

confirmed by the Raman studies on KDA by Tominaga et al 

[27]. The unit cell parameter ratio c/a of KDA (0.9385) is 

same as that of KDP (0.9359) [12]. Another reason for the low 

dipole moment in KDA can be attributed to less distortion of 

arsenate in KDA, due to its larger ionic radii in a unit cell with 

unit cell parameter ratio c/a same as that of KDP. Thus close 

packing and less distortion of arsenate ion in KDA may be the 

reasons for higher Tc compared to KDP. 

The weakest link in KDP systems, O-H--O bond is 

known to be very sensitive to pressure variations [28]. The 

barrier height of the double-well potential along hydrogen 

bond is lowered, as the bond length of O-H--O decreases with 

pressure [29]. The bond length O-H—O is found to be 2.384 Ǻ 

after the structural relaxation under hydrostatic pressure of    

10 GPa. The presence of imaginary frequencies of symmetry 

B2 and E at atmospheric pressure was ascribed to phase 

instability. The unstable B2 and E modes which are mainly due 

to protonic motion are not observed in our high pressure 

calculations. This may be accounted for the disappearance of 

proton ordering at high pressure and hence the phase stability. 

The phonon frequencies have shown step-up behavior at high 

pressure. These observations warrant further investigations. 

 

4. Conclusions 

 

In this work, we have calculated band structure, 

optical properties, dielectric, Born effective charge tensors and 

various phonon modes in tetragonal KDA using DFT 

calculations. Main results are explanation for the observed 

deviation from the linearity of bond distance (O-H—O) vs. Tc. 

The estimated zz component of Born effective charge tensor 

for arsenic is found to be smaller than that of phosphorous 

indicating the low contribution to the dipole moment due to 

distortion of AsO4 ion compared to that of PO4 ion. The 

calculated negative frequencies of B2 and E modes reveal the 

expected instability of the tetragonal phase. The Raman 

frequencies obtained from DFPT calculations are found to be 

in very good agreement with experimental data. The 

calculations also showed the disappearance of these modes at 

high pressure showing the stability of the phase. 
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