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1. Introduction 
 

Zinc oxide (ZnO) is a versatile material regarding its 
diverse properties that includes piezoelectricity, chemical 
stability, biocompatibility, optical transparency in the visible 
region, high voltage-current nonlinearity etc [1]. Owing to 
these properties, ZnO posesses immense potential in different 
applications such as in solar cells, transparent electrodes, 
blue/UV light emitter device, gas sensor, and also in many 
other [2-6]. Zinc oxide (ZnO), a direct and wide band-gap 
(3.37 eV) semiconductor with large exciton binding energy of 
60 meV at room temperature, has been considered as a 
promising high efficient short-wavelength light-emitting 
material operating at room temperature [7, 8]. Due to very high 
aspect ratio different 1-D ZnO nanostructures can very 
efficiently be used as field electron emitter [9].  In the last few 
decades enormous research works have been done on the 
synthesis of different zinc oxide nanostructures and to use 
them in different application fields. Those nanostructures 
include 0-D nanoparticles [10], 1-D nanowires, nanotubes, 
nanocombs,  nanohelices, [11-15] etc. Also chemical vapor 
deposition, thermal evaporation, template-involved processes 
and solution-phase synthesis, have been employed successfully 
for preparing more complex two-dimensional (2D) and three-
dimensional (3D) superstructures of ZnO [16, 17]. However 
there are not many reports regarding the synthesis of ZnO leaf- 
like structure except a few. For example, Yang et al. reported 
synthesis of ZnO nanoleaf by pulsed laser ablation of aqueous 
solution [18]. Zhang et al. reported the homo-epitaxial growth 
and optical properties of ZnO polar nanoleaves by thermal 
evaporation [19]. She et al. reported the synthesis of bamboo-
leaf-shaped ZnO nanostructures by oxidation of Zn/SiO2 
composite films [20]. Wu et al. synthesized the lotus leaf-like 

ZnO nanostructure and studied its hydrophobicity [21]. But so 
far the authors are concerned there is no report regarding the 
synthesis of ZnO nanoleaf by plasma enhanced reactive 
evaporation (PERE). Owing to this fact, in this paper we have 
reported the synthesis of leaf-like ZnO nanostructure by PERE 
and studied its room temperature photoluminescence. Also for 
the first time electron field emission from such structure has 
been reported here.  
 
2. Experimental Details 
 

Zinc Oxide nanoleaf-like structure in thin film form 
has been deposited on both glass and silicon substrates via 
plasma enhanced reactive evaporation of zinc acetate. Before 
the film deposition, the Si substrates were immersed in 20% 
HF solution for 5 min prior to ultrasonically cleaning for 10 
minutes. The glass substrates were thoroughly clean step by 
step with base, acid and finally ultrasonicated for 10 minutes. 
Immediately after cleaning the substrates, they were 
transferred to the evaporation chamber which was evacuated to 
a pressure ∼10−6 mbar with the help of a rotary and a diffusion 
pump.  The schematic of the PERE has been shown in Figure 
1. The process is rather simple a partially covered Mo heater, 
as shown in Figure 1 was used as an electrode in the 
evaporation chamber. The Zn precursor was placed inside the 
heater whereas the substrates were placed on it. Current was 
passed with appropriate arrangements in order to heat up and 
evaporate the precursor, at the same time oxygen was passed 
and plasma was ignited by applying a D. C. voltage.  All the 
deposition parameters of the synthesis process have been 
summarized in Table 1. 

After the deposition is over the as prepared samples 
were cooled normally and characterized by X-ray diffraction 

Abstract 
 

This article reports for the first time the synthesis of ZnO nanoleaf-like structure via plasma enhanced reactive evaporation on both 
silicon as well on glass substrate. The as-prepared samples were studied by X-ray diffraction, energy dispersive analysis of X-rays, field 
emission scanning electron microscope, high resolution transmission electron microscope, UV-Vis-NIR spectroscopy and 
photoluminescence spectroscopy. The direct band gap obtained from the optical transmittance spectra came out to be 3.08 eV thus proving 
the sample to be a wide band gap material. The as-prepared sample has shown room temperature photoluminescence at 388 nm which was 
assigned as band-to-band transition. Also the efficient field emission characteristic has been obtained from the sample with a turn-on field 
~5.71 V/m. The field emission characteristics have been analyzed via both Millikan-Lauritsen and Fowler-Nordheim technique and a 
relation regarding the slope of the corresponding linear fit and enhancement factor between the two plots has been shown. 
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(XRD, Bruker D8 Advance), energy dispersive X-ray analysis 
(EDX, Oxford, model-7582), field emission scanning electron 
microscopy (FESEM, Hitachi, S-4800), high resolution 
transmission electron microscopy (HRTEM, JEOL-JEM 
2100), UV-Vis-NIR spectrometer (Shimadzu UV-3101PC) and 
Elico fluorimeter. In addition field emission characteristic of 
as-prepared sample has been synthesized via our laboratory 
made high vacuum field electron emission measurement set-
up. It is to be noted that the sample deposited on glass was 
used only for transmission study and all the other 
characterizations were done with sample deposited on silicon 
substrate.   
 
3. Results and Discussion 
 
3.1. EDX and XRD study 

The elemental composition of the as-prepared sample 
was obtained using EDX spectrum, shown in Figure 2. The 
strong peaks, attributed to Zn and O are clearly present in the 
EDX spectrum and no other impurities were detected 
confirming high purity of the product. Moreover, according to 
quantitative analysis of EDX, the weight percentage of Zn and 
O is 70.41 and 29.59 respectively. Inset of Figure 2 shows the 
XRD pattern of as-deposited sample. XRD was studied, using 
a diffractometer by Cu K radiation (λ= 0.15406 nm), 

operating at 40 kV, 40 mA with a normal θ�2θ scanning. The 

spectra shows three strong peaks centering on 2θ= 31.92
o, 

34.64o, 36.44o that corresponds to (100), (002) and (101) plane 
of hexagonal wurtzite structured ZnO. The absence of any 
additional peak confirms the pure phase formation of the as- 
synthesized sample. 
 
3.2. Microscopic Study 

Figure 3 shows the FESEM images of the as-prepared 
sample with different magnifications deposited on Si (a-c) and 
glass (d-f) substrate. It can be seen that the deposition occurred 
uniformly throughout the entire substrate and thus can be 
called large area deposition. From Figure 3b and c it has been 
seen that the length and breadth of the larger leafs are around 
300 nm and 100 nm respectively. But most of the other leaves 
have dimensions much smaller compared to that. More 
interestingly it can be seen from Figure 3 (a-f) that substrate 
does not have much effect onto the morphology of ZnO 
structure and thus ZnO synthesized on Si as well as glass 
substrate produces same nanoleaf-like structure. HRTEM 
images of the as-prepared sample with corresponding lattice 
image and selected area electron diffraction (SAED) pattern 
has been shown in Figure 3(g-i). It has been seen that due to 
ultra-sonication the leaf structures are not remained intact and 
have broken into several 1-D rods having diameter ~ 50-100 
nm. So it can be concluded that these rods are basically the 
building block of this kind of structure. Based on this a 
possible growth mechanism can be proposed where it is 
speculated that Zn precursor first get sublimated to produce Zn 

 
 

Figure 1. Schematic of PERE process. 

 

Table 1.  Deposition parameters for synthesizing nano leaf-like 
ZnO structure. 

 
Parameter Value/Description 
Substrate used Cleaned glass and silicon 
Inter-electrode distance ~2 cm 
Reacting gas Oxygen 
Temperature 4500C 
Final pressure 1 mbar 
Applied D.C. voltage 1.5 kV 
Duration of Deposition 15 minutes 

 

 
 
Figure 2. EDX spectrum of the ZnO nanoleaf-like structure with corresponding atomic percentage of the elements; X-ray diffraction pattern 
of the as-synthesized sample has been shown in the inset.  
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nanoparticle which can be readily oxidized to ZnO under high 
temperature, oxygen flow and plasma. ZnO has an inherent 
tendency to grow along c axis and thus to form a rod-like 
structures which get coalesced side-by-side to form this leaf as 

suggested by Yang et al. [17]. The whole states of affairs have 
been shown in Figure 4.  Lattice image of (002) plane of zinc 
oxide has been shown in Figure 3g with corresponding SAED 
pattern shown in the inset to Figure 3i. It can be seen from 
either of the two figures that the sample is polycrystalline in 
nature. 
 
3.3. Optical transmittance and photoluminescence (PL) study 

Figure 5 shows the optical transmittance spectra of 
the as-prepared sample synthesized on glass substrate from 
which the direct band gap can be obtained by plotting (αhν)

2 
with (hν) as shown in the inset to Figure 5 where α is the 

extinction coefficient. It is seen that the direct band gap has 
come out to be 3.08 eV. This value is rather lower compared to 
the existing literature (3.37 eV) but the synthesized 
nanostructures are having much oxygen deficient as can be 
clearly seen from EDX results (Figure 1). The excess Zn, 
produce donor levels and at higher concentration of the same, 
it converts into impurity band which merge with the 
conduction band bottom. This will lower the band gap and that 
is why we get its value 3.08 eV. It may be mentioned that 
exciton Bohr radius of ZnO is extremely small ~ 2 nm, hence 
widening of band gap due to carrier confinement is unlikely to 
occur in this case as the particle sizes are much bigger. 

 A room temperature PL spectrum of the as-prepared 
sample  deposited  on glass substrate has been shown in Figure  

 
 
Figure 3. FESEM images of ZnO nanoleaf with different magnifications deposited on Si; (d-f) deposited on glass and (g-i) HRTEM images 
of the same with lattice image and SAED pattern shown in the inset. 

 

 
 

Figure 4. Schematic of possible growth mechanism. 
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6. The excitation wavelength was 325 nm applied by using a 
conventional xenon lamp. The spectrum shows two distinct 
peaks around 388 nm i.e. in the UV region and other centering 
around 553 nm thus in visible region. The UV emission is well 
understood as near-band-edge emission, while the visible 
emission originates from a variety of deep level defects, e.g. 
vacancies from oxygen and zinc interstitials [22, 17]. This 
basically comes from the recombination of photo-generated 
holes with singly ionized charge states in intrinsic defects as 
mentioned above. 
 
3.4. Field emission study 

Field emission characteristics of as-synthesized ZnO 
nanoleafs were taken in our home-made high vacuum field 
emission set up. The macroscopic applied electric field can be 
obtained by dividing the applied voltage by the inter electrode 
distance. Theoretically, the emission current and the 
macroscopic electric field are related to each other by the well-
known Fowler Nordheim equation [23].  
 

}/exp{)( 2/3212 EbvEAatI FF                        (1) 

 
Where A is the effective emission area, ß is the enhancement 

factor, tF , vF are the values of special field emission elliptic 
function for a particular barrier height ф [24], a and b are 

respectively the first and second Fowler�Nordheim (F-N) 
constants having values a=1.541434×10

-6AeV V-2 and 
b=6.830890×10

9eV-3/2V m-1. The F-N equation when 
simplified takes the form as 
                          

]/}[{}ln{}/ln{ 12/32122 EbvatEJ FF
                                  

    ((22))  
  

where J= I/A is the macroscopic current density 
Hence plot of ln{J/E2} vs. 1/E should be a straight 

line and its slope and intercept gives the valuable information 
about the enhancement factor, local work function etc. An 
experimental F-N plot has been modeled and can be expressed 
as  

 ]/}[{}ln{}/ln{ 12/3212 EsbraEJ                                         

(3) 
 

where r and s are respectively the intercept and slope 
correction factors. Typically, the value of s is nearly unity but r 
may have values, which may be as high as 100 and even 
greater. 

The enhancement factor (β) and the effective work 

function (Φeff) can be calculated from the slope (m) of the F-N 
plot using the relation: 

 
β = (-bΦ3/2)/m   and  Φeff = Φ/ β2/3                                         (4) 
 
Here Φ has been taken as 5.3 eV for ZnO [9]. 

Taking electric field as independent parameter is 

customary when the emitting surface is perfectly smooth 
otherwise, for rough surfaces as in our cases; it is more 
convenient to plot I�V instead of J�E or I�E. The experimental 
I-V characteristic of the as-prepared sample has been shown in 
Figure 7 with there corresponding linear plot shown in the 
inset. The turn-on field has been defined as the field required 

 
 
Figure 5. Transmittance spectra of ZnO nanoleaf deposited on 
glass substrate and inset plot of (αhν)2 with hν for the 

determination of band gap. 

 

 
 

Figure 6. Photoluminescence spectra of ZnO nanoleaf. 

 

 
 
Figure 7. Field emission I-V characteristics of ZnO 
nanostructure and both F-N and M-L plots in the inset. 
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to obtain an emission current 0.5 µA and has come out to be 
5.7 V/µm (inter-electrode distance d=160 µm). Before going to 

the detail F-N analysis it is to be noted that there is another 
very old method for analyzing the field emission data which 
recently came into limelight [25] known as Millican-Lauritsen 
(M-L) plot, that used ln(I) with 1/V. Basically all the plots 
(either F-N or M-L) originated from the mother equation 

 
 I = CVkexp(−B/V)                                                                 (5) 
 
where B and C are constants. 

F-N plots take k=2 whereas M-L plot considers it 
zero. This readily suggests that there must be definite 

relationship between the slopes of both the plots. It can be 
shown through simple mathematical manipulation that 

 
 mF-N = mM-L + 2×[V]average                                                      (6) 
 
where m stands for the slope. 

Table 2 summarized the turn-on field, enhancement 
factor and effective work function of the sample as calculated 
from the F-N analysis. Also the slopes of all the two plots are 
tabulated to verify equation 6. Though F-N plot is widely used 
but some people like M-L plot due to its simplicity. Also 
beside simplicity there are more serious reasons for using M-L 
plots like:  

(1) Sometime explicit voltage dependence of emission 
current is not known. Then ML approach is easier when one 
wants to make corrections for all physical sources of voltage 
dependence in the data, or to estimate uncertainties in derived 
parameter.  

(2) Sometime experiments demand only to check 
whether the electrons are emitted due to cold field emission or 
not. Then checking the linearity of M-L plot is as good as that 
of F-N plot. 

(3) Most importantly M-L plots are applicable to 
more wide class of materials unlike the F-N approaches which 
is strictly applicable to bulk metals only (though now being 
used in all the cases) 

Figure 8 shows the field emission characteristics of 
as-prepared sample with two different inter-electrode distances 
with corresponding F-N plots shown in the inset. It is seen that 
field emission characteristics get worse with increasing inter-
electrode distance. The explanation has been given in our 
previous work [26]. Briefly speaking, here conical shaped 
stainless steel anodes were used and hence the lines of force 
are diverging in nature, particularly due to the well-known 
edge effect. Hence when the anode-cathode distance was 
small, the number of lines of force passing through the 
emission sites of the underneath samples per unit area was 
larger and its number density decreases when the anode 
cathode distance increased thus the field strength decreases 
causing an inferior field emission characteristics. 
 
4. Conclusions 
 

Zinc oxide nanoleaf-like structure has been 
synthesized via plasma enhanced reactive evaporation of the 
zinc salt. The XRD and EDX study confirms the pure phase 
formation of the sample. FESEM and HRTEM study has 
shown that the as-prepared leaves have a diameter ~ 50-100 
nm and composed of several 1-D rod-like structures. A room 
temperature PL spectrum has shown peaks originated both 
band edge emission as well as the emission from the defects 
level. Field emission characteristic has been synthesized both 
by F-N plot and M-L plot and a relation between these two has 
been drawn. 
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1. Introduction 

 

Nowadays, organic light-emitting diode (OLED) 

materials are in great deal due to their potential applications in 

light emitting devices and flat panel displays [1-3]. OLEDs are 

made from semiconducting organic molecules, especially -

conjugated oligomers or polymers with many advantages e.g., 

their better brightness, faster response time, lighter weight, 

cheaper fabrication, and no backlight requirement etc. over 

liquid crystal displays (LCDs), except their lower efficiency 

and poor service life [4, 5]. The spirobifluorene (SBF) 

derivatives in this respect are considered to be the promising 

blue light emitting materials because of their high 

photoluminescence (PL) and electroluminescence (EL) 

efficiencies, thermal stability, and ready color-tuning through 

the introduction of low-band-gap comonomers [6–8]. Easy 

functionalization at 2,2′,7,7′ positions of the SBF unit 

improves solubility and processability of these compounds 

[9,10]. Moreover, due to presence of fused aromatic rings in 

the SBF compounds the inter-chain interaction is believed to 

be less possible which in turn will reduce broadening of 

emission spectrum effectively [11]. Unfortunately, during long 

time device operation the tendency to display undesired long-

wavelength emission bands upon exposure to heat  and 

consequently the color instability and reduced efficiency, are 

the crucial problems which have limited the application of 

SBFs in OLEDs [12]. Several chemical approaches have been 

utilized to improve the efficiency and to enhance the color 

stability of the compounds e.g., introduction of low-band-gap 

chromophores [13], end-capping with cross-linkable materials 

[14] or introduction of hole-trapping groups [15], kinking the 

backbone structure [16], encapsulating the polymer backbone 

with bulky side chains [17-19] and incorporation of siloxane 

bridges or polyhedral oligomeric silsesquioxane (POSS) units 

[20]. Out of the approaches, introduction of low band gap 

chromophores is very effective and therefore we have 

incorporated several -conjugated molecules, e.g., 

phenylacetylene, 4-n-butylphenylacetylene, triphenylsilyl 

acetylene, 4-ethynylbiphenyl, 1-ethynylnaphthalene, 4-

ethynyl-N,N-dimethylaniline, and 1-ethylenenaphthalene, etc 

into the SBF moiety to get the desired light emitting materials. 

Here we have described the synthesis of the polymers starting 

from commercially available SBF by bromination and then 

cross coupling reaction with different conjugated substitutions 

to get the 2,2′,7,7′ substituted SBF derivatives. The 

synthesized three-dimensional structure would restrict close 

packing of the macromolecules and reduce the inter-chain  - 

* interactions and thus may suppress the aggregate or 

excimer formation and enhance PL efficiency. The synthesized 

polymers are characterized by means of UV-Vis absorption 

(OD), photoluminescence (PL) and photoluminescence 

excitation (PLE) spectroscopy. The time-dependent density 

functional theory (TD-DFT) is applied to calculate the time-

dependent excitation energies ( ), oscillator strength (f) and 

dominant orbital excitation with the interaction of molecules in 

an electric laser field.  

 

2. Experimental Details 

 

2.1. Materials  

The different -conjugated compounds e.g., 

phenylacetylene, 4-n-butylphenylacetylene, triphenylsilyl 

acetylene, all other reagents and solvents were purchased from 

Aldrich Co. and used without any further purification.  

 

2.2. Synthesis of SBF compounds 

The chemical structures of different SBF derivatives 

are shown in Figure 1 and their synthesis methods (Scheme 1) 

are reported here. 

 

Abstract 

 

Novel spirobifluorene (SBF) derivatives containing different -conjugated functional groups were synthesized using a cross 

coupling reaction with palladium (Pd) catalyst under an inert atmosphere. The synthesized SBF derivatives showed the photoluminescence 

(PL) emission spectra in the range from blue to near-UV range i.e., from 2.7 eV (461 nm) up to 3.5 eV (352 nm). However, the naphthyl and 

amine contained derivatives showed a significant deviation in PL, photoluminescence excitation (PLE), and UV-Vis absorption (OD) 

spectroscopy, indicating their additional photon energy specific to non-radiative decay channels. Time-dependant density functional theory 

(TD-DFT), based on the B3LYP functional with the 6-31G(d) basis set using Gaussian 98 package, was applied to calculate the ground state 

energy, excited triplet and singlet states energies. The calculated excitation energies ( ), oscillator strength (f) and dominant orbital 

excitation showed that these compounds may produce a blue emission due to the extended conjugation length of the SBF derivatives thus 

suggesting their use as  promising blue organic light-emitting diode (OLED) materials. 
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Synthesis of sp-00: 9, 9´-Spirobifluorene (sp-00) and 

2,2′,7,7′-tetrabromo-9,9′-spirobifluorene were synthesized 

using a reported procedure [21].  

Synthesis of sp-01: Phenylacetylene (0.53 ml, 4.8 

mmol), 2,2′,7,7′-tetrabromo-9,9′-spirobifluorene (0.632 g, 1 

mmol), triethylamine (5.57 ml, 40 mmol), pyridine (3.24 ml, 

40 mmol) was added to the three neck 100 ml flask fitted with 

reflux condenser, and the flask was cooled down to 0
o
C and 

Pd(PPh3)2Cl2 (28.1 mg, 0.04 mmol) and CuI (26.6 mg, 0.14 

mmol), PPh3 (56.4 mg, 0.215 mmol) were added. The reaction 

mixture was slowly warmed up to 70
o
C and stirred overnight. 

To the reaction mixture 30 ml water was added, and the 

resulted precipitate was filtered off, recrystallization with 

CH2Cl2 and ethanol mixture gave 0.45 g (63% yield) gray 

solid of sp-01. 
1
H-NMR (400MHz, CDCl3); δ 7.0 (d, 4H), 7.36 

(m, 12H), 7.5 (dd, 8H), 7.6 (dd, 4H), 7.9 (d, 4H), and 
13

C-

NMR (CDCl3); δ 67, 89.8, 90.7, 120.8, 123.4, 123.5, 127.7, 

128.6, 131.9, 132.2, 141.5, 148.6 

Synthesis of sp-02: sp-02 was synthesized in the 

same methods as in sp-01 synthesis.  4-n-butylphenylacetylene 

was used instead of phenylacetylene. The yield was 83.5% 

(0.832 g). 
1
H-NMR(400MHz, CDCl3); δ 0.84-0.88 (m, 12H), 

1.23-1.35 (m, 8H), 1.52-1.61 (m, 8H), 2.53-2.57 (t, 8H), 6.92-

6.93 (t, 4H), 7.07-7.09 (dd, 8H), 7.31-7.33 (m, 8H), 7.54-7.57 

(dd, 4H), 7.80-7.82 (dd, 4H).  

Br

BrBr

Br

CHC+ 4
Pd(PPh3)2Cl2, CuI, PPh3

NEt3, pyridine

CHC

sp-01

sp-02

sp-06

CHC

CHC

NCHC

Si(Ph)3CHC

Pd(PPh3)2Cl2, CuI, PPh3

NEt3, pyridine

Pd(PPh3)2Cl2, CuI, PPh3

NEt3, pyridine

Pd(PPh3)2Cl2, CuI, PPh3

NEt3, piperidine

Pd(PPh3)2Cl2, CuI, PPh3

NEt3, piperidine

Pd(PPh3)2Cl2, CuI, PPh3

NEt3, piperidine

EtOH / CHCl3

sp-03

sp-04

sp-05

sp-07

+ 4

+ 4

4

+ 4

+ 4

CH2P+(Ph)3
.Cl-

+ 4
NaOEt

+

 
 

Scheme 1. Synthetic routes for novel SBF derivatives. 

 

 
 

Figure 1. Chemical structures of different SBF derivatives with 

different substitutions e.g., (a) R=H, (b) Phenylacetylene, (c) 4-n-

butylphenylacetylene, (d) triphenylsilylacetylene, (e) 4-

Ethynylbiphenyl, (f) 1-ethynylnaphthalene, (g) 4-Ethynyl-N,N-

dimethylaniline , (g) 2,2′,7,7′-tetraformyl-9,9′-spirobifluorene, (h)  

in this study. 
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Synthesis of sp-03: sp-03 was synthesized in the 

same methods as in sp-01 synthesis. triphenylsilylacetylene 

was used instead of phenylacetylene. The yield was 91.6% 

(1.32 g).  
1
H-NMR (400MHz, CDCl3); δ 6.89-6.90 (m, 4H), 

7.30-7.32 (m, 4H), 7.32-7.35 (m, 20H), 7.36-7.40 (m, 14H), 

7.60-7.64 (m, 26H), 7.78-7.81 (dd, 4H).  

Synthesis of 4-Ethynylbiphenyl: 4-Bromobiphenyl 

(1.9 g, 19.5 mmol) was dissolved in diethylamine (25 ml) and 

piperidine (12 ml) under argon atmosphere. Copper iodide 

(114 mg) and dichlorobis(triphenyl-phosphine (210 mg) and 

triphenylphosphine (78.6 mg) were added to the stirred 

solution. Trimethylsilylacetylene (3.49 g, 15 mmol) was 

dropped in and the mixture was stirred at room temperature for 

4 h. The formed precipitate of diethylamine hydrobromide was 

filtered off and washed with ether. The combined filtrates were 

evaporated under reduced pressure, and the residue was 

chromatographed on a column of silica gel using 

hexane/benzene (3/2) to yield 4-trimethysilylethynylbiphenyl 

as an intermediate. Hydrolysis of this compound (2.7 g, 10.78 

mmol) in methanol (30 ml), 1 normal aqueous potassium 

hydroxide solution (10 ml) was added and the mixture was 

stirred at room temperature for 1 h. After removal of methanol, 

the product was extracted with ether and purified by 

chromatography on alumina to afford a colorless desired 

material of 4-Ethynyl biphenyl with a yield of 71.9%. 

Synthesis of sp-04: sp-04 was synthesized in the 

same methods as in sp-01 synthesis. 4-Ethynylbiphenyl was 

used instead of phenylacetylene. The yield of sp-04 was 35.6% 

(0.364 g). 
1
H-NMR (400MHz, CDCl3); δ 6.98-6.99 (m, 4H), 

7.32-7.34 (m, 4H), 7.39-7.42 (tt, 8H), 7.45-7.47 (m, 8H), 7.50-

7.52 (m, 8H), 7.55 (m, 4H), 7.56-7.60 (m, 8H), 7.84-7.86 (dd, 

4H).  

Synthesis of 1-Ethynylnaphthalene: 1-

Ethynylnaphthalene was synthesized in the same methods as in 

the synthesis of 4-Ethynylbiphenyl.  1-bromonaphthalene was 

used instead of 4- bromobiphenyl. The yield was 73.7%. 

Synthesis of sp-05: sp-05 was synthesized in the 

same methods as in sp-01 synthesis. 1-Ethynylnaphthalene was 

used instead of phenylacetylene. The yield was 52.78% (0.484 

g). 
1
H-NMR (400MHz, CDCl3) ; δ 7.11-7.12 (m, 4H), 7.37-

7.40 (m, 4H), 7.47-7.50 (m, 4H), 7.51-7.54 (m, 4H), 7.64-7.67 

(dd, 4H), 7.72-7.75 (dd, 4H), 7.77-7.82 (td, 8H), 7.92-7.95 (dd, 

4H), 8.33-8.35 (dd, 4H).  

Synthesis of 4-Ethynyl-N,N-dimethylaniline: 4-

Ethynyl-N,N-dimethylaniline was synthesized in the same 

methods as in the synthesis of  4-Ethynylbiphenyl.  4-bromo-

N,N-dimethylaniline was used instead of 4- bromobiphenyl. 

The yield was 78.3%. 
1
H-NMR (400MHz, CDCl3); δ 2.97 (s, 

6H), 6.59-6.63 (dt, 2H), 7.34-7.37(dt, 2H).  

Synthesis of sp-06: sp-06 was synthesized in the 

same methods as in sp-01 synthesis. 4-Ethynyl-N,N-

dimethylaniline was used instead of phenylacetylene. The 

yield was 39.7% (0.353 g). 
1
H-NMR (400MHz, CDCl3); δ 

2.94 (s, 24H), 6.57-6.59 (d, 8H), 6.9 (m, 4H), 7.27-7.30 (dd, 

8H), 7.50-7.53 (dd, 4H), 7.76-7.78 (dd, 4H).  

Synthesis of 2,2′,7,7′-tetraformyl-9,9′-

spirobifluorene: 2,2′,7,7′-tetrabromo-9,9′-spirobifluorene 

(1.26 g, 2 mmol)  was dissolved in dry toluene (100 ml) under 

argon atmosphere. To the solution was dropped in n-BuLi (1.6 

M in Hexene) (16.08 ml, 25.78 mmol) at room temperature 

and stirred at 60
o
C for 4 h. The lithium compound solution was 

cooled to 0
o
C, and N-formyl piperidine (4.8 ml, 43.4 mmol) 

was added, and warmed up to room temperature. The mixture 

was acidified with diluted HCl solution and stirred for 5 h and 

the product was extracted into CH2Cl2 and purified by column 

chromatography to afford yellow solid. The yield was 30%. 
1
H-NMR (400MHz, CDCl3); δ 7.26 (d, 4H), 8.0 (dd, 4H), 8.13 

(d, 4H), 9.87 (s, 4H, CHO). 

Synthesis of sp-07: Triphenyl phosphonium methyl 

naphthalene chloride (1.93 g, 4.4 mmol), 2,2′,7,7′-tetraformyl-

9,9′-spirobifluorene (0.5 g, 1.1 mmol) was dissolved in 15 ml 

ethanol and 15 ml CHCl3. To the solution was added sodium 

ethoxide (0.59 g, 8.8 mmol) dissolved in 15 ml ethanol at room 

temperature and stirred for 10 h. The resulted precipitate were 

collected and recrystallized by methanol to afford yellow solid 

with 76% yield. FT-IR (with KBr); cm
-1 

2875.6 - 3011.1, 

1657.5, 1467.0, 776.4. 

 

2.3. Fabrication and characterization of OLEDs 
Multilayer OLEDs were fabricated, with 

configurations of ITO (180 nm)/PEDOT:PSS (80 nm)/PVK 

(50 nm)/EML (80 nm)/LiF (1 nm)/Al (100 nm), in which EML 

represents one of the seven spiroderivatives. The ITO coating 

from the masked ITO glass was etched out by vapor from 

HNO3:HCl (1:3, v/v) solution at 40
o
C for 5 min, then washed 

with de-ionized water, acetone, isopropyl alcohol for 15 min 

sonication in each case, and finally rinsed with de-ionized 

water to get desired ITO pattern. This cleaned and patterned 

ITO-coated glass was treated with UV plasma for 1 min to 

remove any trace of organic material left over from solution 

cleaning. PEDOT:PSS layer was coated by spin coating from 

the stock solution at 2500 rpm for 35s and heat treated in an 

oven at 110
o
C under vacuum for  1 h. Subsequently, the other 

layers were also deposited using the same conditions from 1% 

solution of PVK, and one SBF derivative in chlorobenzene and 

then LiF and Al were evaporation-deposited sequentially. The 

thickness was measured using thickness / rate monitor, SQM-

160 (Sigma Instruments, USA). The device area was 0.09 cm
2
 

determined by the overlap area of the anode and cathode. 

 To characterize intrinsic photo-physical properties, 

diluted solution samples using pure chloroform solvent were 

prepared. Concentrations of diluted solutions for synthesized 

molecules were typically either 10
-5

 M or 10
-6

 M in chloroform 

solution. Optical densities (OD) were measured by a 

conventional UV-Vis absorption spectrometer (Cary 100, 

Varian Co.). PL and PLE spectra of dilute solutions were 

mainly recorded by a commercial spectrometer (LS-50B, 

Perkin-Elmer Co.) using quartz cells at room temperature. 

From these PL and PLE scan spectra, 3 dimensionally 

correlated PL and PLE maps were obtained for further 

analysis.  

 

2.4. Computational Method 

Time-dependent density functional theory (TD-DFT) 

is the modification of the stationary DFT to time-dependent 

potentials and the corresponding electron densities in presence 

of molecular interaction with an electric laser field. In most of 

the cases, for calculation of photo-absorption spectra for fixed 

nuclei, the electric field constitutes a small perturbation which 

can be treated using linear response theory. Here the ground 

and the low-lying excited electronic states in SBF derivatives 

were calculated using the Gaussian 98 package [22]. The 

energy level of the highest occupied molecular orbital 

(HOMO) and the energy gap between HOMO and the lowest 

unoccupied molecular orbital (LUMO) of the compounds were 

estimated. The 3-21G(d) basis set and the B3LYP with the 6-
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31G(d) basis set were used for the geometry optimization and 

the energy level calculation of the ground state of these 

compounds, respectively [23]. To obtain the vertical excitation 

energies of the low-lying singlet and triplet excited states of 

the SBF derivatives, TD-DFT calculations using the B3LYP 

functional was performed at the respective ground-state 

geometry. Typically, the lowest 6 triplet and 6 singlet roots of 

the non-Hermitian eigen value equations were obtained to 

determine time-dependent excitation energies ( ), oscillator 

strength (f) and dominant orbital excitation. 

 

3. Results and Discussion 

 

3.1. Synthesis of different SBF derivatives 

All the SBF compounds are synthesized by using a 

cross coupling reaction with palladium (Pd) catalyst [24] and 

their synthetic route is shown in Scheme 1. All the operations 

are carried out under a dry argon atmosphere. The synthesized 

compounds are characterized by
 1

H-NMR, 
13

C-NMR spectra, 

and those spectra were obtained from BRUKER DPX-

400(9.4T) spectrometer (400 MHz), whereas, FT-IR spectrum 

is obtained from Perkin Elmer Paragon 1000. The different 

results show the successful formation of different SBF 

derivatives (as discussed earlier). 

 

3.2. SBF derivatives as effective OLED materials  

The UV absorption, PL and PLE spectra of SBF 

derivatives in diluted solution are shown in Figure 2 and their 

corresponding  values are reported in Table 1.  

The SBF derivatives in chloroform exhibit UV 

absorption due to – * transition ( max) at 356, 354, 350, 357, 

365, 377, 373 nm for the compounds sp-01 ~ sp-07, 

respectively, while the PL emission spectrum with two sharp 

bands for almost all SBF derivatives, (except sp-06 with only 

one emission at 426 nm) e.g., 398, 376 for sp-01, 397, 377 for 

sp-02, 376, 352 nm for sp-03 etc., are observed. The presence 

of vibronic structure in the emission spectrum indicates that 

the SBF compounds have a rigid and well-defined backbone 

structure. Since the -conjugation of the molecular chain is 

extended by the incorporation of the -conjugated functional 

groups so that greater electron delocalization with the mono or 

biphenyl end groups is possible, consequently the SBF 

compounds show a substantial red-shift e.g., 36, 32, 30, 37, 45,  

 
 

Figure 2a. Selected OD, PL and PLE spectra of sp-00~sp-03 

compounds. 
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Figure 2b. Selected OD, PL and PLE spectra of sp-04~sp-07 

compounds. 
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Table 1. Maximum wave length ( max) as measured from UV, PL 

and PLE measurements. 

 

Sample 

code 
UV max 

(nm) 

PL max 

(nm) 

PLE max 

(nm) 

sp-00 320, 300 325, 320 320, 300 

sp-01 356, 342 398, 376 356, 341 

sp-02 354, 333 397, 377 353, 342 

sp-03 350, 337, 325 376, 352 351, 335, 326 

sp-04 357 410, 395 357 

sp-05 365 410, 398 365 

sp-06 377 426 386 

sp-07 373 461, 426 378 

 

 



 

5 

 

Physics Express                                                                                 Phys. Express 2014, 4: 2 

Cognizure 

www.cognizure.com/pubs    © Cognizure. All rights reserved.                                                                                  

 

 

57, and 53 nm in UV absorption and 73, 72, 51, 77, 85, 101, 

136 nm in PL emission for the compounds sp-01 ~ sp-07, 

respectively, as compared to the unsubstituted compound, sp-

00. Moreover, due to the presence of spiro-fused orthogonal 

bifluorene segments, which restrict the close packing of the 

molecular chains and reduce the probability of interchain 

interactions, the tendency to form aggregates and excimers in 

SBF film is also less favorable. Thus the PL emission spectra 

of sp-01 ~ sp-04 compounds are almost identical with a low 

red-shift (51 ~ 77 nm), whereas the same for the other SBF 

compounds e.g., sp-05 ~ sp-07 is highly red-shifted (85 ~ 136 

nm). Thus the synthesized SBF derivatives showed the PL 

emission spectra in the range from blue to near-UV range i.e., 

from 2.7 eV (461 nm) up to 3.5 eV (352 nm) (Table 1). The 

naphthyl and amine containing derivatives (e.g., sp-05 ~ sp-

07) showed a significant deviation in PL, photoluminescence 

excitation (PLE), and UV-Vis absorption (OD) spectroscopy, 

indicating their additional photon energy specific to non-

radiative decay channels. Mapped PL and PLE spectra of 

different SBF derivatives show also the same trend (Figure 3). 

Here the slice parallel to the x-axis are the PLE spectra with a 

specific emission wavelength, and slices perpendicular to the 

x-axis are the PL spectra with a specific excitation wavelength. 

The contour lines and the red color (green to blue meaning no 

emission) are to indicate the PL emission intensity on a 

logarithmic scale. 

 

3.3. Molecular orbital of SBF derivatives 

The molecular orbital (MO) structures of SBF 

derivatives using the DFT have been investigated and the 

contour plots of four HOMOs and two LUMOs of sp-01 and 

sp-05, as the representative compounds, are shown in Figure 

4a, 4b, respectively. The dominant excitations and emissions 

mainly occur due to the electronic transition among those 

orbitals. The results of theoretical calculations are summarized 

in Table 2. It seems that HOMO is formed by the admixing of 

 
 

Figure 3. Mapped PL and PLE spectra of different SBF derivatives; slice parallel to the x-axis are the PLE spectra with a specific emission 

wavelength, and slices perpendicular to the x-axis are the PL spectra with a specific excitation wavelength. The contour lines and the red 

color (green to blue meaning no emission) are to indicate the PL emission intensity on a logarithmic scale.  
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Figure 4a. Contour plots of HOMOs and LUMOs of sp-01 compound. 
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the p orbitals, however, HOMO-1 and HOMO-2 have rather 

different characteristics.  
 

3.4. Excitation energy, oscillator strength and dominant 

orbital excitation as per TD-DFT calculations 

The description of time-dependent photo-excitation 

was incorporated properly into DFT by Runge and Gross [25]. 

They generalized the Hohenberg-Kohn equations into the 

time-dependent densities and potentials functions. Though the 

main application of DFT deals with relatively weak electric 

fields, e.g. photo-absorption spectra but it can also be used for 

a small perturbation within linear response theory. Thus it 

helps in solving the TD-DFT equations i.e., the time domain to 

dynamically propagate electrons and the nuclei. The TD-DFT 

theory becomes the most widely used method for calculating 

electronic excitation energies nowadays. Though it has few 

limitations in measuring the charge transfer and double 

excitations energies but the excitation energies using 

Gaussian-type basis set and plane are found to be almost 

accurate. The oscillator strength (f), a dimensionless quantity 

to express the strength of the transition from one quantum state 

to another of a molecule, is dependent on excitation energy ( ). 

Figure 5 shows that with the increase of  there is an increase 

in f initially, then it shows a maxima and decreases finally with 

further increase of . This is because at the initial stage the 

number of electron in the ground state will be more and after 

almost all the electron being excited no more electrons will be 

available for further excitation. The variation of maximum 

oscillator strength (f max) with excitation energy for the SBF 

derivatives are presented in Figure 6, which is the 

characteristic f values of the different SBF derivatives. TD-

DFT calculation was employed to examine the low-lying 

singlet and triplet states of the SBF compounds and the results 

are shown in Table 2. The vertical excitation energies for the 

lowest triplet and singlet states were calculated at the 

optimized structure for the ground states. For each of the 

triplet and singlet excitations, a dominant excitation  

is  achieved    among   several   minor   excitations.   All   these  

 

Table 2. Calculated singlet state Excitation Energies ( ), Oscillator Strengths (f), and Dominant Orbital Excitation from TD-DFT 

Calculations for two SBF derivatives (e.g., sp-01 and sp-05). 

 

Sample code 

 

Excited state Excitation  

energy ( ) (eV) 

Wave length ( )  

(nm) 

Oscillator 

strength (f) 

Dominant orbital excitation 

(H=HOMO, L=LUMO) 

sp-01 

S1 3.085 401.9 0.1788 H  L 

S2 3.085 401.9 0.1788 H  L+1 

S3 3,223 384.7 1.8694 H-1  L 

S4 3.223 384.7 1.8694 H-1  L+1 

S5 3.828 323.9 0.0 H-3  L+1, H-2  L 

S6 3.828 323.9 0.0 H-2  L+1, H-3  L 

sp-05 

S1 2.878 430.8 0.3358 H  L 

S2 2.878 430.8 0.3358 H  L+1 

S3 2.948 420.6 1.6761 H-1  L+1, H-1  L  

S4 2.948 420.6 1.6761 H-1  L, H-1  L+1 

S5 3.375 367.4 0.0 H-2  L, H-3  L+1 

S6 3.375 367.4 0.0 H-3  L+1, H-2  L  
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Figure 4b. Contour plots of HOMOs and LUMOs of sp-05 compound. 
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excitations correspond to electron transfer from the two 

HOMOs to virtual MOs. This characteristic is very similar to 

that of SBF compounds with only a difference in excitation 

energy. The wavelengths of the lowest 6 singlet and triplet 

states calculated by the TD-DFT method are marked "S" and 

"T" (Figure 7). In the higher region of wavelength, there 

commonly exist small and elongated tails that are always 

shown in absorption spectra of SBF compounds. It is 

speculated that those tails are due to the lower triplets such as 

T1 and T2 [26, 27]. These triplets having lower energies are 

very important because their transition states are related to the 

luminescence. Also, they play a role in setting the criterion that 

predicts the position of the luminescent wavelength through 

the comparison. Here the measured value mostly agrees with 

calculated value. From the TD-DFT calculation, the value of 

the lowest triplet excitation of sp-01 is 570 nm, which is 250 

nm longer than that of sp-00. The emission wavelength of sp-

05 is about 410 nm in the region of violet to blue color. From 

the calculation of the electronic population of some HOMOs 

and LUMOs, it is predicted that an extended conjugation 

length promising intensified emissive efficiency will exist in 

the electronic transition of SBF compounds.  

 

 

4. Conclusions 

 

A series of SBF derivatives containing different -

conjugated functional groups were synthesized using a cross 

coupling reaction with palladium (Pd) catalyst at inert 

atmosphere. The synthesized SBF derivatives showed PL 

emission spectra in the range from blue to near-UV range i.e., 

from 461 nm to 352 nm. The naphthyl and amine containing 

derivatives (e.g., sp-05 ~ sp-07) showed a significant deviation 

in their PL, PLE and UV-Vis absorption (OD) spectra 

compared to the base compound (i.e., sp-00), indicating their 

additional photon energy specific to non-radiative decay 

channels. The TD-DFT based calculation showed that the 

excitation energies ( ), oscillation strength (f) and dominant 

orbital excitation are almost similar to that obtained 

experimentally. The results also demonstrated that the 

synthesized materials could be used as promising organic blue 

light-emitting diode (OLED) materials. 

 

References 

 
1. Jianping Lu, Qinde Liu, Jianfu Ding, Ye Tao, Synth. Met. 158 

(2008) 95.  

2. Sunyoung Sohn, Keunhee Park, Donggeun Jung, Hyoungsub 

Kim, Heeyeop Chae, Hyunmin Kim, Junsin Yi, Mann-ho Cho, 

and Jin-hyo Boo, Jpn. J. Appl. Phys. 46 (2007) L461.  

3. Shuai Wang, Yunqi Liu, Xuebin Huang, Gui Yu, and Daoben 

Zhu, J. Phys. Chem. B 107 (2003) 12639.  

4. Bernard Geffroy, Philippe le Roy, Christophe Prat, Polym. Int. 

55 (2006) 572.  

5. Myeon-Cheon Choi, Youngkyoo Kim, Chang-Sik Ha, Prog. 

Polym. Sci. 33 (2008) 581.  

6. Jeong-Ik Lee, Hye Yong Chu, Hyoyoung Lee, Jiyoung Oh, 

Lee-Mi Do, Taehyoung Zyung, Jaemin Lee, and Hong-Ku 

Shim, ETRI J. 27 (2005) 2.  

7. Leni Akcelrud, Prog. Polym. Sci. 28 (2003) 875.  

8. Andrew C. Grimsdale and Klaus Müllen, Bridged 

Polyphenylenes from polyfluorenes to ladder polymers, 

Advances in Polymer Science, Heidelberg, Berlin, Vol. 212 

(2008).  

9. Huei-Jen Su, Fang-Iy Wu, and Ching-Fong Shu, 

Macromolecules 37 (2004) 7197.  

10. Francesca Cecchet, Giulia Fioravanti, Massimo Marcaccio, 

Massimo Margotti, Leonardo Mattiello, Francesco Paolucci, 

 
 

Figure 5. Oscillator strength (f) of SBF compounds at three 

different excitation energies. 

 

 
 

Figure 6. Maximum oscillator strength (fmax) with respective 

excitation energy of different SBF derivatives. 

 

 
 

Figure 7. Lowest singlet state (S1) and triplet state (T1) excitation 

energies of different SBF derivatives. 

 

 

 



 

8 

 

Cognizure 

© Cognizure. All rights reserved.                                                                                 www.cognizure.com/pubs 

 

 

Physics Express                                                  Phys. Express 2014, 4: 2 

 

Stefania Rapino, and Petra Rudolf, J. Phys. Chem. B 109 

(2005) 18427.  

11. Jeong-Ik Lee, Hyoyoung Lee, Jiyoung Oh, Hye Yong Chu, 

Seong Hyun Kim, Yong Suk Yang, Gi Heon Kim, Lee-Mi Do, 

Taehyoung Zyung, Curr. Appl Phys. 3 (2003) 469.  

12. Ya-Hsien Tseng, Ping-I Shih, Chen-Han Chien, Ajay Kumar 

Dixit, and Ching-Fong Shu, Macromolecules 38 (2005) 10055.  

13. Kreyenschmidt. M., Klaemer G., Fuhrer. T., Ashenhurst. J., 

Karg. S., Chen. W. D., Lee. V. Y., Scott. J. C., Miller. R. D., 

Macromolecules 31 (1998) 1099.  

14. Kla¨rmer. G., Lee. J. I., Lee. V. Y., Chan. E., Chen. J. P., 

Nelson. A., Markiewicz. D., Siemens, R., Scott. J. C., Miller. 

R. D., Chem. Mater. 11 (1999) 1800.  

15. Xia. C., Advincula. R. C., Macromolecules 34 (2001) 5854.  

16. Jacob. J., Zhang. J., Grimsdale. A. C., Mu¨llen. K., Gaal. M., 

List. E. J. W., Macromolecules 36 (2003) 8240.  

17. Wu. F. I., Dodda. R., Jakka. K., Huang. J. H., Hsu C. S., Shu. 

C. F., Polymer 45 (2004) 4257.  

18. Tang. H. Z., Fujiki. M., Zhang. Z. B., Torimitsu. K., Motonaga. 

M., Chem. Commun. 23 (2001) 2426.  

19. Lin. W. J., Chen. W. C., Wu. W. C., Niu. Y. H., Jen. A. K. Y., 

Macromolecules 37 (2004) 2335.  

20. Chou. C. H., Hsu. S. L., Dinakaran. K., Chiu. M. Y., Wei. K. 

H., Macromolecules 38 (2005) 745.  

21. R. Wu, J. Org. Chem. 61 (1996) 6906.  

22. Frisch. M. J., et al., Gaussian 98, Revision A.9, Gaussian Inc., 

Pittsburgh, PA (1988).  

23. Young Hee Lee, Young Sik Kim, Mol. Cryst. Liq. Cryst. 462 

(2007) 149.  

24. K. M. Jones, T. M. Keller, Polymer 36 (1995) 187.  

25. E. Runge and E. K. U. Gross., Phys. Rev. Lett. 52 (1984) 997.  

26. Nam. E. J., Kim. J. H., KIm. B., Kim. S. M., Park. N. G., Kim. 

Y. S., Kim. Y. K., Ha. Y. K., Bull. Chem. Soc. Jpn. 77 (2004) 

751.  

27. Park. N. G., Choi. G. C., Lee. J. E., Kim. Y. S., Curr. Appl 

Phys. 5 (2005) 79. 

Cite this article as: 

 

R. N. Jana et al.: Organic Light Emitting Diode (OLED) materials from spirobifluorene derivatives. Phys. Express  2014, 4: 2 



 

1 

 

Physics Express                                                                                 Phys. Express 2014, 4: 3 

Cognizure 
www.cognizure.com/pubs    © Cognizure. All rights reserved.                                                                                  

 

 
 

Structural, magnetic and transport properties of Gd0.7Ca0.3MnO3 and Gd0.7Ca0.3CrO3: 
A comparative study 

 
Sudipta Pala,*, Esa Boseb 

 
a Department of Physics, University of  Kalyani, Kalyani, Nadia, W.B. 741235, India 

b Department of Engineering Physics, B. P. Poddar Institute of Management & Technology, Kolkata -700052, India 
 

*Author for Correspondence: S. Pal, email: sudipta.pal@rediffmail.com 
Received 26 Mar 2013; Accepted 17 May 2013; Available Online 17 May 2013 

 

 
1. Introduction 
 

The study of the rare-earth transitional metal (RTM) 
oxides with perovskite structure (with general formula ABO3 
where A and B denote the rare-earth and transitional metal 
respectively) is an interesting area of basic condensed matter 
physics research. Apart from the technological point of view, 
unconventional magnetic ground states are observed in these 
compounds mainly due to the competing interactions of the 
internal degrees of freedom like spin, charge or orbital 
momentum. A large number of studies have been done to 
elucidate the nature of spin, charge or orbital ordering or the 
exchange interactions of the transition metal ions which affect 
the physical properties (i. e transport, magnetization etc.) of 
these compounds. Recently the magnetodielectric property in 
these materials has also attracted a lot of attention. 

One of the interesting behavior in these RTM oxides 
is anomalous negative magnetization occurring in the 
antiferromagnetic state. It has been found in the LaVO3 
compound that the magnetic moments orient opposite to the 
applied magnetic field below a certain temperature Tt (Tt < TN, 
TN is the Neel temperature) [1]. The symmetry of LaVO3   
changes at Tt from the orthorhombic space group Pbnm to 
monoclinic P21c. In the monoclinic phase V ions have two 
crystallographically inequivalent sites. Since La has no 
magnetic moment, a sign reversal of the net magnetization is 
supposed to be due to the different temperature dependencies 
of the individual V-sub lattice magnetization. In case of other 
RTM oxides, however the magnetic moment of the rare-earth 
also can play an important role on the magnetic properties 
through the complex interplay between 3d and 4f orbitals [2, 
3]. The ordering of rare-earth ions within the internal field of 
transition metal ion results in a sign reversal of the net 
magnetization in the compounds like La1-xGdxMnO3 [2],     
La1-xPrxCrO3 [4] or Re1-xCaxMnO3 [5-8] (where Re=Nd, Gd, 
Dy) at low temperatures (below antiferromagnetic Neel 

temperature TN).  Such behavior has not been observed in the 
undoped LnCrO3 or LnMnO3 (where Ln is the rare earth) 
except GdCrO3 [9]. In non-stoichiometric NdMnO3+ however 
similar magnetization property has been observed [10].  

It is observed that in the Gd1-xCaxMnO3, the 
substitution of Gd by Ca drastically changes the magnetic 
properties of GdMnO3 and the FC magnetization becomes 
negative at low temperature [6,11]. So this effect in the solid 
solutions may have a correlation with the weakening of 
anisotropy around the rare-earth arising from the substitution 
of the magnetic cation by a non-magnetic one [i.e. Ca2+(4s0)]. 
Further the substitution of Mn with Cr has shown interesting 
effect in magnetic properties [12].   To elucidate the nature of 
the internal field effect of transition metal on the rare-earth we 
have studied and compared the magnetic properties of GCMO 
and GCCO. The changes observed in the magnetic properties 
through changes in the structure and thus exchange 
interactions between rare-earth sub-lattice and transition metal 
sub lattice are reported in this paper. 
     
2. Experimental Details 
 

High quality polycrystalline samples were prepared in 
air via solid state reaction method. The precursors Gd2O3, CaO 
and MnO2 or Cr2O3 were mixed in stoichiometric ratio. They 
were heated at 800°C for 24 h. Then the powder was pelletized 

and fired in air at 1500° C for 6 to 18 h to obtain single phase. 

The room temperature crystal structure was determined by 
powder X-ray diffraction (XRD) measurements using CuK 
radiation (Philips diffractometer). The lattice parameters were 
obtained from the Rietveld analysis of the XRD data using 
FULLPROF suite [13]. Quantum Design magnetometers were 
used to collect the AC susceptibility and DC magnetization 
data. 

Abstract 
 

The gadolinium-based perovskites Gd0.7Ca0.3MnO3 (GCMO) and Gd0.7Ca0.3CrO3 (GCCO) have been investigated and compared 
through their structural, magnetic and transport properties. It was found that both the compounds have completely different magnetic ground 
states but have similar crystallographic structures and exhibit negative magnetization at low temperatures in the field cooled (FC) process. 
Isothermal (2 K) magnetization values under applied magnetic field of 55 kOe recorded for GCMO and GCCO are 2.54 B and 3.57B, 
respectively. These low values indicate the antiparallel alignment of Mn / Cr and Gd sublattices. The conductivity data follows small 
polaron hopping (SPH) model for GCMO throughout the measured temperature range (5 - 400 K), while it shows a transition from SPH to 
variable range hopping (VRH) mechanism at low temperatures in case of GCCO. 
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3. Results and Discussion 
 

The X-ray diffraction investigation revealed that 
GCMO and GCCO are pure phases that crystallize in an 
orthorhombic structure (space group Pnma). The lattice 
parameters and Mn-O interatomic distances are given in Table 
1 for comparison. Even if the accuracy of the oxygen positions 
obtained from the XRD is not very high, the value of the bond 
lengths and angles clearly indicate that the CrO6 octahedra is 
much regular in GCCO than the MnO6 octahedra in GCMO, in 
agreement with the Jahn-Teller character of  Mn3+. Figure 1 
shows the temperature variation of the real part of ac 
susceptibility (/

ac) for the GCMO and GCCO compounds. /
ac 

data were collected using a weak driving field of rms (root-
mean-square) strength 10 Oe with and without applied dc field. 
In case of GCMO, /

ac (T) shows a maximum around 61 K 
without applied dc field. On the other hand the value of /

ac 
monotonically increases with the decrease of temperature in 
GCCO throughout the temperature range (2.5-350 K). 
However   zero field cooled (ZFC) and field cooled (FC) dc 
magnetization  bifurcate (Figure 2) at 130 K. This temperature 
is inferred as the antiferromagnetic Neel temperature [4].  

To investigate the magnetic transition in detail, the ac 
susceptibility data for both compounds have also been taken in 
presence of external DC field 0.5T and 1T. In case of GCCO 
the applied field has almost no effect on /

ac. In contrast, the 
sharp maximum in  /

ac of GCMO is completely depressed 
with the application of dc field. This indicates the existence of 
antiferromagnetic ordering which is destroyed with the 
application of external magnetic field.  Above 200 K the 
susceptibility data can be fitted (inset of Figure 1) to the Curie-
Weiss law: =  2eff / [8(T-)] with  2eff = 69.682

B and Curie-
Weiss temperature are deduced as  = 24 K for GCMO and    
2

eff =46.01 2
B  and =-11 K for GCCO. Positive value of 

Curie-Weiss temperature in GCMO indicates ferromagnetic 
interactions but negative value in GCCO shows an 
antiferromagnetic background. 

The temperature dependence of dc magnetization for 
the GCMO and GCCO are presented in Figure 2. The 
magnetization was measured at both ZFC and FC modes at an 
external field of 50 Oe. In ZFC mode the sample was first 
cooled down to the lowest temperature (5 K) and 
magnetization was measured during heating. In FC-cooling, 

Table 1. Lattice parameters and selected inter-atomic distances for GCMO and GCCO obtained by Rietveld refinement of the XRD data. 
Both the samples show the same space group Pnma. 
 

 

(a) 

 

(b) 

 
 

Figure 1. A.C susceptibility in different external dc field 0T, 
0.5T, and 1T for (a) GCMO (b) GCCO. Inset :(a) and (b) plot of 
inverse of A.C susceptibility vs temperature. Straight line 
corresponds to the Curie-Weiss fit. 
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the magnetization data were recorded while cooling the 
sample. In case of FC heating the sample was first cooled 
down to lowest temperature (5 K) under a small field (50 Oe) 
and then measured in heating in the same field. With the 
decrease of temperature, the ZFC magnetization in GCMO 
increases up to a temperature 61 K then decreases and shows a 
minimum with a small negative value (-30 emu/mol) and 
reaches ~100 emu/mol at 4 K. Similar value has been observer 
earlier [11].  It is noted that in the ZFC data negative 
magnetization is observed  in some temperature range but this 
trend is not observed in the AC succeptibility data. This may 
be due to the fact that AC succeptibility data has been taken at 
high frequency (10 kHz). At this high frequency the AC 
moment of the sample does not follow along the DC 
magnetization curve due to dynamic effects in the sample. In 
the ZFC magnetization curve of GCCO no such anomaly is 
observed. A large difference is observed in the ZFC and FC 
mode for both compounds below a magnetic ordering 
temperature (130 K for GCCO and 61 K for GCMO). A cusp- 
like maximum in the FC mode in GCMO indicates a 
spontaneous ferromagnetism that results from the manganese 
spins [1, 2]. But this spontaneous ferromagnetism almost 
disappears in GCCO which is supposed to be due to the 
absence of ferromagnetic exchange interaction between Cr 
ions. However similar nature of negative magnetization in the 
FC process in these two compounds can be understood 

considering the polarization of Gd spins in the internal field of 
Mn or Cr ion.  It has been proposed [2- 4] that the Gd spins are 
polarised antiparallel with respect to the ferromagnetic (FM) 
component of the manganese spins via the antiferromagnetic 
coupling of the Gd spins to the Mn moments. The 
antisymmetric exchange interactions between the ions 
according to the Dzyaloshinsky-Moriya rule could be the 
explanation of this type of coupling [14]. With decreasing 
temperature, the Gd spins become aligned in the field of 
manganese moments, yielding to a negative magnetization 
when the polarization of Gd exceeds the FM component of 
Mn. Similar phenomenon can be considered in case of Cr. But 
the difference is that the negative magnetization value at 5 K 
of GCMO is 3 times larger than the value of GCCO measured 
in the same applied field (50 Oe). This indicates the difference 
between the internal field created by the Cr and Mn 
sublattices.  

From the theoretical point of view the negative 
magnetization M can be approximated by the expression [15] 
M = MMn or Cr +CGd(Hint+Hext) /(T-) , where the spontaneous 
magnetization MMn or Cr and the internal field Hint result from 
the Mn or Cr moments and the external field is Hext=50 Oe. 
CGd is the Curie constant of the Gd moments and  is a fitting 
parameter resemble with the Weiss temperature. The fitted 
curves have been plotted in Figure 3. The values of Hint, 
obtained from the best fit, are 20 kOe and 390 Oe for GCMO 
and GCCO, respectively. In La1-xGdxMnO3 [2] the obtained 
value of Hint was of the order of 8 kOe. In GCMO the large 
value of Hint might be the result of ferromagnetic double 
exchange interaction between Mn3+ and Mn4+ ions. On the 
other hand double exchange is not observed between Cr ions 
and the value of Hint is much smaller in GCCO. In Figure 4 the 
magnetization is shown as a function of field measured at 2 K. 
The magnetization was measured after cooling the samples in 
zero field at the desired temperature. With the increase of 
magnetic field the magnetization (M) increases but does not 
reach saturation value which is ascribed as a canted magnetic 
ordering [2].  At higher fields elevated value of M is observed 
for GCCO. The ferromagnetic-like M-H curve in case of 
GCMO indicates Mn3+-O-Mn4+ ferromagnetic double 
exchange interaction. Under an applied magnetic field 55 kOe, 
the magnetization value reaches 2.54 B and 3.57 B, for 

(a) 

 
(b) 

 
 

Figure  2. ZFC/FC cycles of (a) GCMO (b) GCCO. 

 

 
Figure  3. Replotted FC cooling curve. The solid line is the fit of 
the expression M=MMn or Cr + CGd(Hint+Hext) /(T-). 
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GCMO and GCCO respectively. The saturation magnetization 
per mole of  GCMO expected from Gd3+ s= 7/2, l=0 is  =gsB 
=2 (0.7 7/2 ) B  = 4.9B, while high-spin manganese gives 
spin only value  =2 [0.72 (from Mn3+) 0.33/2 (from 
Mn4+)]B=3.7B. Assuming the Gd and Mn sublattice are 
antiparallel, the net magnetization can be predicted as 4.9-
3.7=1.2B . However the large field dependent magnetization 
observed at 2 K can be understood as the two sublattices are 
canting away from the antiparallel arrangement. Similarly in 

GCCO large magnetization value 3.57 B is obtained at 55 kOe 
compare to the expected 2.2B [4.9 (from Gd3+ ) -2.7 (from 
Cr3+and Cr4+)].   

A comparison of the temperature dependence of the 
conductivity of GCMO and GCCO gives an idea about the 
different electronic ground states. Both systems are 
semiconducting in nature and the resistivity monotonically 
decreases with temperature. The temperature dependent 
conductivity of GCMO can be well fitted with  = 0 exp(-
E/kBT) in the entire temperature range (5-325 K) of our 
measurements, which indicates small polaron hopping 
conduction (Figure 5). In case of GCCO a deviation is 
observed from the small polaron hopping conduction behavior 
around 160 K. Below this temperature the conductivity data is 
better described by 0exp(T0/T)1/4, which is commonly 
attributed to variable range hopping [16]. So in GCCO the 
conduction mechanism changes from the small polaron 
hopping to variable range hopping conduction with lowering 
temperature. The variable range hopping conduction at low 
temperature also indicates a disordered semiconducting 
system. However the activation energy (E) estimated from the 
fitting of the conductivity data with  = 0 exp(-E/kBT) shows 
that the E is almost of the same order (156.45 meV for GCMO 
and 147.35 meV for GCCO respectively) for the two 
compounds. 
 
4.  Conclusions 
 

In summary, crystallographic, magnetic and transport 
properties of GCMO and GCCO have been studied and 
compared. Useful comparison between these two compounds 
allowed us to draw important conclusion on the interplay 
between the magnetic contribution of both rare-earth and 
transition metal sublattice. Both compounds have similar 
crystallographic structures and exhibit negative magnetization 
in the FC process. However it has been shown that the two 
compounds have completely different magnetic ground state. 
The positive value of Curie-Weiss temperature in GCMO 
indicates ferromagnetic interactions but the negative value in 
GCCO shows an antiferromagnetic background. Resistivity 
measurements show that the systems are semiconducting in 
nature and resistivity monotonically decreases with 
temperature. In GCCO the conduction mechanism changes 
from the small polaron hopping to variable range hopping 
conduction with lowering temperature (below 160 K) 
indicating a disordered semiconducting system.  
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1. Introduction 
 

Graphene [1] is a new class of material and is only 
one atom thick, tightly packed, flat carbon sheet in two 
dimensions, in which carbon atoms are arranged in a 
honeycomb lattice structure. The honeycomb lattice is made 
up of two in-equivalent sublattices named A and B. In 
graphene, the charge carriers are massless Dirac fermions 
obeying the pseudo-relativistic massless Dirac equation 
(massless Dirac-Weyl equation), in which the Fermi velocity 
of charge carriers (vF  106 m/s) plays the role of speed of 

light. The model possesses pseudo-spin instead of real spin - 
pseudo spin projections referring to sublattices A and B [2]. 
Graphene Hamiltonian is symmetric under A  B, showing 

degeneracy at the Dirac points where the tip of two bands 
touch one another. If we introduce any kind of asymmetry [3-
5] in the graphene Hamiltonian between A and B sublattices 
i.e. this may occur due to presence of corrugated substrate, this 
lifts the degeneracy and opens up a band gap at the Dirac 
points and the charge carriers become massive. Due to massive 
charge carriers, the energy-momentum dispersion relation 
becomes parabolic for both electron and hole instead of being 
linear at Dirac points. Rabi oscillation is a nonlinear optical 
phenomenon well known in the context of two level atomic 
systems in quantum optics [6] and also in conventional 
semiconductors [7]. Semiconductors are similar in some sense 
to two level atomic systems, the difference being  that in 
semiconductors, levels are replaced by bands. Therefore it is 
important to investigate such phenomena in graphene where 
the bands are linear instead of parabolic and unlike 
semiconductors, graphene possesses a pseudospin degree of 
freedom. There are several papers on the phenomenon of Rabi 
oscillations in conventional semiconductors. Using optical 
Bloch equations, H. S. Brandi et al. [8] performed a theoretical 
analysis of the damping of Rabi oscillations in semiconductor 
systems. They also calculated the photocurrent and matched 
their data to the experimental data [9]. The short time 

semiconductor response with respect to resonant high intensity 
excitations is studied in [10]. They have calculated the 
excitation polarization in the coherent limit and found that the 
polarization of bright exciton exhibits the Rabi oscillations, 
whereas the polarization of dark exciton is identically zero. 
Other works have also described the phenomenon of Rabi 
oscillations in semiconductors [11-13]. The nonlinear optics of 
graphene is a developing subject in condensed matter physics. 
In the work of X. Yao et al. [14], the linear and nonlinear 
optical response of graphene in a strong magnetic and optical 
field is discussed. They show that the system possesses an 
extremely high nonlinearity. B. Dora et al. [15] describes the 
phenomenon of Rabi oscillations in Landau quantized 
graphene. Nonlinear optics of graphene is also described in 
few other papers on this topic [16-18].   

The main results of this paper are the prediction of 
anomalous Rabi oscillations with a frequency offset by the 
asymmetry parameter. This offset is found to be numerically 
one to two orders of magnitude larger than the ARF found in 
our earlier work related to symmetric graphene [19] and is 
therefore easily detected as the intercept of the plot between 
ARF and the conventional Rabi frequency. However, the 
conventional Rabi frequency is modified negligibly as a result 
of asymmetry.  
 
2. Bloch equations for asymmetric monolayer graphene 
 

The low energy part of asymmetric monolayer 
graphene Hamiltonian [1-4] is a 2 2 matrix and can be written 

as follows: 
 

 H =  vF 
x y

x y

ε p + ip

p - ip - ε

 
 
                                              

(1) 

 
where vF is the Fermi velocity of carriers and ε is the sub-
lattice space asymmetry between A and B sublattices. Due to 
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sublattice space asymmetry the energy spectrum of monolayer 
graphene is no more linear but becomes parabolic near the 
Dirac points with energy eigenvalues, 

  2 2 2 2 2
F FE= v  |p| + ε ε  v  |p| 2ε    . A semi-

classical approximation is used to derive the Bloch equations 
for asymmetric monolayer graphene. An in-plane electric field 
has been applied to graphene sheet through a complex vector 

potential,     -iωt

c cA t =A 0 e , which couples to the 

graphene sheet in Coulomb gauge  A 0 


 using the 

minimal coupling prescription,  p p -  Ae c . In second 

quantization, the Hamiltonian for asymmetric monolayer 
graphene can be then written as given below: 
 

  

      

        

* �

F + c A B

� �p
A A B B

v p - A t  c p,t c p,t + h.c.
H=

+ ε c p,t c p,t  - c p,t c p,t

 
 
 
  




 

   

      

                    

(2) 

where c ( �c ) are the annihilation (creation) operators on sub 

lattice site A and B and vice-versa, + x yp = p + ip and the 

third term appears due to asymmetry between sublattice A and 
B. Following a process explained in an earlier work [19], we 
can easily write the Bloch equations as given below: 
 

 
    

    

* iωt

+ c

diff F
-iωt *

- c

k - A 0 e  p k,t
i n k,t =2v

- k - A 0 e  p k,t
t

 
 
 
  







                      

                  
(3)

                           -iωt

F - c diffi p k,t = v k  - A 0 e n k,t -2ε p k,tt
  

                                            

                 
(4)

                                                  
 

 

where, x yk = k i k  ,       c x yA 0  = A 0  - i A 0e c

 
Equations (3) and (4) are called the optical Bloch 

equations for asymmetric monolayer graphene.  
 
3. Solution of Bloch equations 
 

3.1. The off resonance case  and 2ER     

In this section, we discuss how to solve the Bloch 
equations in the off resonance case. However, there is a special 
case k = 0 where we can solve the Bloch equations exactly. 
Inserting k = 0 and taking the ansatz of the form 

    -iωtp 0,t  = p 0,t e
 

 and doing a straightforward 

calculation, we may easily write the solution of these equations 
as follows: 

 

 
 

 
 

22
F c

diff 2

4 v A 0
n 0,t =1+  Cos Ωt

2ε + ω



and  

 
 
 

 
iΩt

-iωt

F c

e - 1
p 0,t = v  A 0 e

2ε+ω



  

where, ARFΩ ω+Ω  and 
2

ARF RΩ 2ε + 2ω ω , which 

shows the offset oscillation. More elaborately, if ω 0R  , still 

there will be the oscillations and these oscillations are 
exclusively due to the asymmetry in graphene system absent in 
symmetric graphene. The main point here is that the 
asymmetry has the remarkable effect on the anomalous Rabi 
oscillations whereas conventional Rabi frequency is minutely 
affected by the asymmetry parameter. 

In the general case when k 0  we used the 
procedure of an earlier work [19], which means we may write 
the solutions as,  
 

 
 

 
 

*
F c

+ s

v  A 0
p k,t  = -  n k,t

2ε+ω

 

and 

 
 

 
 

2
F - c

- s

2 v  p  A 0
p k,t = -  p k,t

ω 2ε - ω

 

 

   
   

   

Rε F + ARWA

s s

ARWA F + ARWA

- ω 4v  k Cos Ω t
p k,t  = n k,0

- iΩ 2v  k Sin Ω t

 
 
  

 

 2
Rε R
ω = 2ω ω  + 2ε and    

 
Rε

2 2
ARWA FΩ 2 v k +ω 4  

  

where ARWAΩ  is the anomalous Rabi frequency in case of 

asymmetric monolayer graphene. Also,  
 

     
2

s F Rεn k,0 = 2 v k E  ω


, 

   0 F -p k  = -  v  k 2 E


 are the equilibrium values of 

number density and polarization density respectively. The slow 
part of current density of asymmetric monolayer graphene in 
frequency domain is given as follows: 
                                    

 
 

 
*

22 2ξ τ e A z
= 4

2 v
ABA

Rs
R F

j



     

  

 
     

  





 

 

for  2
Rω  > 2 ε + ω ω  and  sj 



 is zero otherwise. 

 
3.2. The resonant case (ω ≈ 2E)  

To solve the Bloch equations in resonance case, we 
apply RWA method [5, 6]. Mishchenko [20] has already 
studied the phenomenon of RO in case of small detuning  . 
Mishchenko uses real vector fields while we have used 
complex vector fields. We learn in undergraduate classes that 
the two approaches are equivalent. This is so only when the 
equations involved are linear. For the Rabi problem at hand 
they are not equivalent hence the Rabi frequency we get has a 
different expression from what Mishchenko obtains. 
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    
2 2 2

RWA RΩ = ω - 2E + ω 1+ ε ε - 2E E  

 

where 2 2 2
FE= v  |p| + ε  is the energy eigenvalue of 

asymmetric monolayer graphene. Mishchenko [20] gets an 
additional factor (Sin )  in the formula for the conventional 
Rabi frequency whereas in our approach, the formula for the 
conventional Rabi frequency is independent of this factor. The 
reason for this discrepancy has already been pointed out above.  
 
4. Numerical analysis 
 

Here we provide numerical estimates of the various 
frequency scales that are encountered in this work. They are 
listed in the table below.  The largest is the external frequency 
followed by the asymmetry parameter and then the 
conventional Rabi frequency and the smallest is the anomalous 
Rabi frequency. We have used an electric field of

maxE 250 kV/cm , typical in high power lasers  in 

arriving at this table.  One may see easily that the anomalous 

Rabi frequency  2
ARF R= 2ω ω  + 2ε  is significantly 

different from the symmetric case. However, the CRF 

 CRFΩ = ω 1-  2εR   is not modified significantly. 

 
    Energy        Unit (eV) 

     ħ 2
R2ω ω         42.7 10  

        ħωR         0.013 

           ε         0.26 
         ħω         1.24 

 
5. Results and Discussion 
 

In this section, we pictorially describe the main results 
of the present work. The plots and their captions are self-
explanatory. 
 
 
 

 
6. Conclusions 
 

The main results of this paper are the prediction of 
anomalous Rabi oscillations with a frequency offset by the 
asymmetry parameter. This offset is found to be numerically 
one to two orders of magnitude larger than the ARF found in 
our earlier work related to symmetric graphene and is therefore 
easily detected as the intercept of the plot between ARF and 
the conventional Rabi frequency. However, the conventional 
Rabi frequency is modified negligibly as a result of 
asymmetry. Even in the absence of an external optical field, 
the observed current density in the off resonance case exhibits 
a threshold behaviour at the offset frequency - a feature absent 
in symmetric graphene.  
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1. Introduction 
 

It is well-known from a large number of previous 
studies [1-3] that free Aun clusters exhibit a variety of 
fascinating geometrical structures, e.g., planar ones up to about 
N = 12, anionic cages for N = 16�18, bulk-fragment pyramidal 
structures for N = 19�23, possible tubular cages at N = 24 and 
26 and gold fullerene at N = 32. The distinct structures of gold 
clusters are believed to be caused by relativistic effects. 
Relativistic effects in Au atoms play a key role in planarity 
(neutral and anionic gold clusters favour 2D structures up to 
n=14), effectively shrinking the size of S orbitals and causing a 
large s-d hybridization, so that in-plane overlap between 5d 
orbitals increases. Apart from unusual preference for planar 
structures, the interest in gold clusters is due to its various 
applications in molecular electronic devices, catalysts, and 
medical diagnostics.  The question naturally arises whether we 
can retain the planarity of gold cluster beyond the size n=14 by 
doping.  Up to now no theoretical study is available about the 
planarity of gold cluster beyond n=14. 

The doped Aun, especially the bimetallic ones, have 
been the focus of research since doping can offer chemical 
versatility by tuning its structural, electronic, and catalytic 
properties. Out of the  large number of experimental and 
theoretical studies carried out on doped gold clusters only a 
few have focused on doping of non-transition metal atom, in 
particular Si atom, while majority involve transition metal 
atoms. Although Au and Si do not form any stable alloys, the 
Au-Si interface has been studied extensively owing to its 
importance in microelectronics. 

The current work explores the possibility of planar 
arrangement of Aun clusters (n=14, 15 and 16) that otherwise 
seems to be impossible, by doping with Si atoms. This can be 
of immense use in nano electronic devices. Charge 
distributions have also been observed through Mulliken 

population analysis (MPA) and we find that electron density at 
silicon decreases with increased coordination causing the 
electropositive character of the silicon center to increase.  
 
2. Computational Details 
 

The calculations have been performed within the 
framework of DFT with spin-polarized generalized gradient 
approximation (GGA) [4] implemented with Gaussian-03 code 
[5].  

Geometry optimizations of several isomeric structures 
were performed using linear combination of molecular orbital 
(LCAO-MO) based approach using gradient-corrected 
exchange-correlational functional of Perdew and Wang 
(termed as PW91) [6]. The accuracy and reliability of the 
functional form PW91 for small gold clusters has been verified 
by earlier studies [4]. Previously reported global minima of 
Aun clusters were used to obtain equilibrium geometries of 
AunSi clusters. The initial geometries were prepared by 
placing a Si atom as a cap on the possible sites of low energy 
2D isomer of Au14 cluster. Beyond this, low lying isomers for 
n=15, 16 is generated by extending the quasi-planar isomer of 
Au14Si. There are many other isomers on the potential energy 
surface. However, we have considered only those which 
represent planar arrangement of Au atoms including either a 
tetrahedral local arrangement or a square planar one involving 
the Si dopant atom. No attempt has been made to find the 
global minima of AunSi (n = 14, 15 and 16) clusters. The main 
focus of this study is to show the possibility of attaining planar 
arrangement of Au atoms with the help of Si atom up to size 
n=16. The triplet-valence basis set 6-311 G (d) was used for Si 
atoms, while a relativistic frozen core potential with 19-
electron valence basis set SDD [7] was adopted for Au atoms. 
Under this approximation, the 5s2 5p6 5d10 6s1 outermost 
valence electrons of the Au atom are described through the 

Abstract 
 

Clusters of pure gold comprising of more than 14 atoms do not adopt planar arrangement. However on doping with a single Si 
atom, quasi-planar structures of AunSi clusters (with n = 14 � 16) show up as low energy isomers, though it may not be the stable ground 
state. The calculations have been performed within the framework of DFT with spin-polarized generalized gradient approximation (GGA) 
implemented with Gaussian-03 code. In all low energy isomers of AunSi we find a Si-Au dangling unit sitting over the quasi-planar 
arrangement of gold atoms. Therefore planar arrangements of gold atoms is possible beyond the size n=14 with the aid of silicon. A 
pentagonal unit of gold atoms attached with a Si-Au dangling unit can only exist in the presence of other neighboring gold atoms to support 
the planarity or quasi-planarity. Mulliken charge distribution analysis reveals that a symmetric charge distribution accompanies this unusual 
planarity of gold cluster beyond size n=14. 
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corresponding SDD basis set. Frequency analyses have also 
been performed to ensure that there is no imaginary frequency. 
 
3. Results and Discussion 
 

The good agreement of our results on gold dimer i.e., 
Au2 cluster with both experimentally and theoretically reported 
values [8, 9] establishes faith in the accuracy of the 
computational method and the reliability of atomic pseudo-
potentials used in this work. The optimized bond length (BL) 
and binding energy per atom (Eb/n) of AuSi, found to be 2.28 
Å and 1.64 eV/atom respectively, also nicely agree with 
previously reported experimental and theoretical values [10]. 
The lowest energy structure of low lying isomers of Au14 and 
AunSi (n= 14, 15 and 16) clusters are displayed in Figure 1. 

It shows the quasi planar isomer Au14Si, confirmed as 
a stable isomer by frequency analysis. This is a low energy 
isomer but not the global minimum. Si is penta-coordinated to 
five gold atoms and is sp3d hybridized owing to dominant Au-
Si interactions.  It has a dangling Au-Si unit on the planar 
surface of 13-atom gold clusters. For Au15Si, the input was 
generated by adding one gold atom to the bridging gold site of 
Au14Si which yielded the stable structure on optimization. It 
has a similar dangling Au-Si unit on the surface. The quasi 
planar isomer Au16Si was obtained by optimization of the 
structures generated by extending the sheet of Au15Si by 
adding gold atom. This Au16Si isomer too has a Au-Si 
dangling unit and the dopant Si atom is almost a part of the 
quasi-planar sheet. Mulliken charge distribution analysis 
(MPA) shows that charge distribution is very symmetric i.e.  
All first neighbours of silicon acquire +ve charge and all 
second neighbours acquire -ve charge. We also find that 
electron density at silicon decreases with increased 
coordination causing the electropositive character of the 
silicon center to increase. 
 

4. Conclusions 
 
In this work we have reported the possibility of planar 

arrangement of Au atoms with the aid of Si atom. All the 
isomers investigated here may not be the lowest energy 
configuration but are the genuine minima on the potential 
energy surface. In all three optimized geometry of AunSi, a 
pentagon of gold atoms attached with a dangling Au-Si unit is 
present. Interestingly, this pentagonal unit with Au-Si dangling 
cannot exist independently. It can only exist in the presence of 
neighbors to support the planarity or quasi-planarity. Mulliken 
charge distribution analysis reveals that symmetric charge 
distribution is responsible for unusual planarity of gold cluster 
beyond size n=14.  
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Figure 1. Equilibrium geometries of Au14and Aun Si (n=14-16) clusters. 
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1.  Introduction 

  

 Lipid bilayer is the structural basis of all biological 

membranes [1]. It is a two dimensional fluid in which the 

distribution of cholesterol is known to be inhomogeneous. 

Cholesterol rich domains, called "rafts", have been proposed to 

exist in these membranes [2-6]. Such lipid domains in the 

membranes are suspected to play vital role in many cellular 

events such as protein trafficking, signal transduction etc. Only 

indirect evidence in support of raft is the formation of 

detergent resistant membranes (DRM) [7]. Compositional 

analysis reveals that DRM contains phospholipids, cholesterol 

and GPI anchored proteins, which are then believed to be 

components of rafts.  

Model membranes composed of ternary mixtures of a 

saturated lipid (DPPC), an unsaturated lipid (DOPC) and 

cholesterol have been widely used to mimic the behaviour of 

biomembranes [8-11]. The coexistence of two fluid phases 

referred to as the liquid ordered (  ) and liquid disordered (  ), 

seen in these systems below the chain melting transition (  ) 

of the saturated lipid, is believed to be relevant for the 

formation of rafts in plasma membranes [9, 12]. The    phase 

is known to be rich in saturated phospholipid, such as DPPC 

and cholesterol and this phase resembles rafts in composition. 

Therefore, PC-cholesterol mixture is an excellent model 

system to study the structure and phase behaviour of lipid-

cholesterol membrane in order to obtain some insights into the 

rafts.  

The importance of lipid-cholesterol membranes has 

led to a large number of experimental as well as theoretical 

studies on the thermotropic phase behavior, degree of chain 

ordering and lateral diffusion of this system [13-16, 18-22]. 

Spectroscopic studies surmise that there is a two phase region 

at cholesterol concentrations (  ) in the range 5        

above the main transition of the phospholipid. These two 

phases are believed to be cholesterol rich    and cholesterol 

poor    phases [15, 17, 23, 24]. However, diffraction as well as 

fluorescence microscopy studies have not shown the 

coexistence of    and    phases in these binary mixtures [25, 

26]. Recently molecular dynamic simulation has been 

employed to investigate the effect of cholesterol on water 

permeability and solute partitioning into phospholipid bilayer 

[27, 28]. they have reported locally disordered membrane areas 

of low cholesterol content, rather than the ordering averaged 

over the entire membranes. However, they did not find any 

phase separation in the binary lipid-cholesterol mixtures.  

Fluorescence microscopy studies on giant unilamellar 

vesicles (GUVs) made up of binary lipid-cholesterol mixtures 

do not exhibit fluid-gel phase separation. Shape deformations 

and thermal shape fluctuations of GUVs have been observed in 

both single component and binary lipid mixtures near the main 

transition [29, 30]. These shape transformations at various 

temperatures have been explained theoretically using 

membrane elasticity models with various levels of 

sophistication [31, 32].  

In this paper we present our results of x-ray 

diffraction from both oriented and unoriented samples of lipid-

cholesterol membranes. Unoriented samples basically provide 

information regarding phase behaviour in excess water. 

Fluorescence microscopy observations of GUVs made from 

DPPC-cholesterol mixtures are also presented here. These 

provide complementary information to the results obtained 

from diffraction study. 

 

2.  Experimental Details 

 

Dipalmitoyl phosphatidylcholine (DPPC), was 

purchased from Fluka and cholesterol from Sigma and were 

used without any further purification.  
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2.1. Small angle x-ray scattering 

Appropriate amounts of lipid and cholesterol were 

dissolved in chloroform. Samples were deposited on glass 

substrates and then the solvent was allowed to evaporate. To 

remove all traces of the solvent, samples were kept for   12 

hours inside a desiccator which is evacuated. Samples were 

hydrated for a couple of days in a water saturated atmosphere. 

This results in well aligned multilayers of phospholipid-

cholesterol mixtures. Fully hydrated samples were transferred 

to a sealed chamber for experiments. X-rays from a rotating 

anode generator (Rigaku, Ultra 18X) were tangential to the 

substrate.      radiation (1.54 Å) was selected using a flat 

graphite crystal monochromator (Huber). Temperature of the 

samples was varied by circulating water from a water bath 

(Julabo) to an accuracy of   0.1  C. The probe of a thermo-

hygrometer (Testo 610) was introduced into the sample 

chamber to monitor temperature and relative humidity close to 

the sample. Diffraction patterns were recorded on a 2D Image 

plate detector (Marresearch). All samples were first heated 

from room temperature to a temperature above the main 

transition and then cooled to 5  C in steps of 5  C. We record 

the diffraction pattern for each temperature mainly during 

cooling from    phase, but we also observe the phase behavior 

during initial heating of the samples. Relative humidity was 

kept fixed at   98%. Typical exposure time was   1 hour.  

We have also performed diffraction experiments on 

unoriented samples of DPPC-cholesterol mixtures. Unoriented 

samples were taken in glass capillaries having a diameter of 1 

mm. They were placed inside a locally built heater, whose 

temperature could be controlled using a standard PID 

controller to an accuracy of  0.1  C.  

 

2.2. Preparation of giant unilamellar vesicles (GUVs) and 

fluorescence microscopy 

GUVs were prepared using electroformation first 

described by Angelova et al [33]. Electroformation of vesicles 

produces mainly unilamellar vesicles of 10-100  m diameter. 

The sample chamber consists of two platinum electrodes 

across which an electric field (1.5 V, 10 Hz) is applied. Stock 

solutions of the mixture of phospholipid, cholesterol and a 

fluorescence dye were prepared in chloroform (0.5 mg/ml). 1-2 

 l of the stock solution was taken out using a hamilton syringe 

and coated onto two platinum electrodes and the solvent was 

then allowed to evaporate. After removing all traces of the 

solvent, about 500  l of Millipore water was added to the 

chamber and a 10-15 Hz alternating electric field of 1-3 volts 

amplitude was applied between the platinum electrodes. The 

temperature was maintained above the main transition of the 

lipid used. This procedure results in the formation of giant 

unilamellar vesicles of diameter 10-100  m. The electric field 

was turned off after about 1.5 hours and 100  l of vesicular 

solution was transferred to a dish for microscopy observations.  

GUVs were prepared with DPPC-cholesterol mixtures 

containing 0.2 mol% of rhodamine dihexadecyl 

phosphatidylcholine (Rho PE). A Heâ€“Ne laser of 

wavelength 543 nm (1 mW) was used to excite the Rho PE. 

Fluorescence images of the GUVs were taken using a Zeiss 

confocal laser scanning microscope (ZEISS LSM 510). 

 

3.  Results 

 

3.1. Small angle x-ray scattering 

Phase behavior of DPPC-cholesterol system has been 

investigated at various cholesterol concentrations ranging from 

0 to 55 mol% in both oriented and unoriented samples. DPPC 

exhibits three lamellar phases at high hydration, consisting of 

stacks of bilayers separated by water; the fluid (  ) phase 

above the main transition (42  C), the gel (   ) phase below 

the pre-transition (34  C) and the ripple phase (  ) in between 

[34]. Two distinct wide angle reflections: One on-axis (   = 0) 

and the other off-axis (    0) in the diffraction pattern in the 

gel phase (Figure 1) clearly indicate that molecules are tilted 

with respect to the layer normal. Tilt angle, measured from the 

position of the wide angle reflection, is 30  .  
Incorporation of 2.5 to 10 mol% of cholesterol does 

not affect the main and pretransition temperatures 

considerably. Below pretransition, we observe two sets of 

reflections in the small angle region of diffraction pattern 

(Figure 2), indicating coexistence of     with the new 

modulated phase (  ). Phase diagram of DPPC-cholesterol 

mixtures at 98% relative humidity, constructed from the 

diffraction data, was described in ref. [35, 36]. For    22,    

phase disappears and the cholesterol rich liquid ordered (  ) 

phase persists throughout the temperature range studied. 

It would also be interesting to know the stability of 

the    phase in excess water. therefore, unoriented samples of 

DPPC-cholesterol mixtures have been studied in order to 

investigate phase behaviour of this system in excess water. 

Lamellar d-spacings obtained from diffraction data of 

unoriented samples at 25  C and 50   C have been summarized 

 
 

Figure 1.  Diffraction pattern of the gel phase of DPPC. 

 
 

Figure 2.  Small angle region of diffraction pattern showing the 

coexistence of gel and modulated phase (   = 10 mol% , T = 

10  C, RH= 98  2%, q scales are approximate and are intended 

only as guides. 
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in Table 1. At    = 5 and 10, the typical range of    in which 

the    phase occurs, the d-spacing increases drastically to 74.5 

Å  and 85.7 Å on cooling, respectively. At    = 33 and 50 

mol%, there is not much change in the d-spacing with 

increasing temperature, indicating a single cholesterol rich 

fluid phase (  ). Plots of log of intensity vs   for different    

are shown in Figure 3. As seen in Figure 3, the position of the 

wide angle reflection is shifted towards lower   value at higher 

   which is also found in case of aligned samples. In these 

mixtures, we have not observed any macroscopic phase 

separation.  

 

3.2. Fluorescence microscopy 

Confocal fluorescence microscopy studies were 

carried out on GUVs made up of a few DPPC-cholesterol 

mixtures with cholesterol concentration (  ) ranging from 0 to 

40 mol%. All observations were performed at room 

temperature (23  C). At room temperature, DPPC bilayers are 

in the gel phase. Incorporation of small amount of cholesterol 

(1.5       ), GUVs show significant thermal shape 

fluctuations, indicating softening of the bilayer (Figure 4a). 

Depending upon the size of the GUVs, we have observed 

different behaviors.  

Smaller GUVs ( diameter D     20  m) are almost 

spherical in shape and exhibit phase separation. They show 

dark irregular domains on a bright background indicating the 

coexistence of two phases (Figure 4b and Figure 5). This phase 

separation was observed using fluorescence dye, Rho PE. 

Partitioning of the dye into the two phases suggests that these 

dark domains are in the gel phase, since Rho PE is known to 

prefer the fluid phase [9]. This is also supported by the fact 

that the domains have irregular shape and do not coalesce on 

colliding. As the size of these dark domains are very small 

compared to the size of GUVs, they are clearly visible only at 

the top or bottom surface of GUVs (Figure 4b). However, we 

did observe significant intensity variation at the equatorial 

section of some GUVs due to phase separation (Figure 5). 

Since GUVs are not attached to the substrate, the position of 

the GUVs was found to shift after a few scans. As a result, we 

were not able to obtain good three dimensional images of 

GUVs. It is interesting to note that the number of GUVs 

showing the coexistence of the gel and fluid phases decreases 

as    is increased from 1.5 to 10 mol%.  

For larger GUVs of D     20  m, the coexistence of 

gel and cholesterol-rich phase was not observed at     10 

mol%. However, we cannot rule out the possibility of phase 

separation, as there could be tiny gel domains which are 

beyond the resolution of the microscope. At these   , almost 

all GUVs show arbitrary non-spherical shapes. These non- 

spherical GUVs exhibit pronounced thermal shape 

fluctuations. Interestingly surface of these non-spherical GUVs 

show corrugations and some of them also show sharp edges on 

their surface as shown in Figure 4a. As    is increased from 5 

to 10, the number of non-spherical GUVs decreases.  

For      , GUVs of all sizes are almost spherical 

as shown in Figure 4c. However, these GUVs do not exhibit 

significant thermal shape fluctuations indicating increase in the 

membrane bending rigidity with increasing   . GUV surface 

becomes smooth compared to the corrugated surface observed 

at lower   . This observation is in agreement with the results 

of recent molecular dynamics simulations of phospholipid-

cholesterol membranes [27]. 

 

4.  Discussion 

 

Thermotropic phase behavior and structure of 

phospholipid-cholesterol membranes have been probed using 

Table  1.  Lamellar spacings   (Å) obtained from unoriented 

samples of DPPC-cholesterol mixtures with excess water.  

 

 

T (  C) 

   (mol%) 

0 5 10 33 50 

25 63.4 74.5 85.7 68.9 65.8 

50 65.0 65.4 67.8 67.1 65.2 

 

 

 
Figure 3.  Plot of intensity vs   obtained from unoriented 

samples of DPPC-cholesterol mixtures with excess water at 

25  C. 

 

 
 

Figure 4.  Micrographs of of GUVs made from DPPC–

cholesterol mixtures at    = 1.5 mol% showing the shape 

fluctuation (a) and coexistence of gel domains with the fluid 

phase (Figure b,c) shows spherical GUV at    = 20 mol%. Scale 

bars, 5  m. 

 

 
 

Figure 5.  Different confocal sections from top to bottom of a 

GUV made from DPPC-cholesterol mixture (   = 5 mol%) 

showing coexistence of gel domains with cholesterol-rich fluid 

phase. Background of the top section of GUV is brighter due to 

change in contrast in order to make the black domains visible, 

scale bars, 5  m 
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x-ray diffraction and laser scanning fluorescence microscopy 

techniques. Diffraction techniques are insensitive to determine 

microscopic phase separation in the plane of bilayers. 

However, macroscopic phase separation in the plane of bilayer 

can easily be detected from non-overlapping reflections 

coming from individual phases. On the basis of the diffraction 

data we have determined the phases and phase boundaries. 

Information about in-plane order of bilayers can be envisaged 

from the wide angle reflections. For example, two distinct 

wide angle reflection in the gel phase of DPPC (Figure 1) is an 

signature of quasi hexagonal lattice formed by tilted all-trans 

hydrocarbon chains of lipid molecules. However, wide angle 

reflection in the    phase is too weak to be detected, indicating 

fluid, flexible bilayers in this phase. 

Although the phase behaviour of the DPPC-

cholesterol mixtures has been presented before, the present 

study provides a comparison of results obtained from 

diffraction study with that of microscopy observation. The    

phase is a cholesterol induced modulated phase and is distinct 

from the usual ripple (   ) phase [36]. As can be seen from 

our unoriented diffraction data (Figure 1) of DPPC-cholesterol 

mixtures, the lamellar phase at 5      10 can swell giving 

rise to a large d-spacing of   85 Å. This is the range of    in 

which the    phase occurs. We have not observed the 

coexistence of the    with the gel phase in these unoriented 

samples. Unoriented samples could lead to the overlapping of 

satellite reflections with the lamellar reflections in the 

diffraction pattern, and make the identification of modulated 

phase difficult. The relatively large lamellar periodicity of the 

cholesterol-rich phase clearly indicates that the bilayers are 

flexible. This is again supported by the fact that few lamellar 

reflections were observed and higher order lamellar reflections 

are broad. The occurrence of the modulated phase in oriented 

samples might be a consequence of enhanced bilayer 

flexibility due to the presence of cholesterol. It is possible that 

on swelling the height modulation of the bilayers are no more 

correlated. Therefore, The    phase might not exist with 

excess water which is consistent with the results on unoriented 

samples. It was suggested that this increase in   might be the 

consequence of a decrease in the attractive van der Waals 

interaction between the bilayers in the presence of cholesterol 

[37]. However, the fact the cholesterol-rich    phase, occurring 

at much higher    (  25 mol%), has a smaller d does not 

support this conjecture. Therefore, it is likely that this increase 

in   arises from an increase in the steric repulsion between the 

bilayers, resulting from thermal undulations of the bilayers 

[38]. Indeed our confocal fluorescence microscopy study on 

GUVs made from DPPC-cholesterol mixtures shows 

significant thermal shape fluctuations at small values   . This 

observation reveals an unexpected softening of bilayers. At 

higher cholesterol content (    25 mol%), d spacing becomes 

comparable with that of fluid (  ) phase and no swelling 

behavior was observed in the diffraction study.  

As mentioned above, the microscopy observations on 

GUVs made from DPPC-cholesterol mixtures are consistent 

with the large d-spacing of the bilayers in diffraction study. 

Smaller GUVs of D   20  m show dark irregular gel domains, 

indicating phase separation between gel and fluid phases. Such 

phase separation has not been observed in earlier optical 

microscopy study on this system. The fact that larger GUVs do 

not show domains might be the consequence of differences in 

the kinetics of the nucleation process involved in the formation 

of domains. However, we cannot rule out the possibility of 

phase separation, as there could be tiny gel domains which are 

beyond the resolution of the microscope. Size dependent 

behaviour of GUVs could also be due to differences in the 

tension of the membranes in these GUVs, as smaller vesicles 

seem to be more tense than larger ones. Occurrence of sharp 

edges in non-spherical large GUVs in the absence of any phase 

separation is intriguing, since the formation of such structures 

is normally associated with the presence of domains with 

sufficiently different membranes properties. The significant 

thermal shape fluctuations of these GUVs at     , at lower 

T, indicating the softening of bilayer, are also surprising, as 

cholesterol is known to increase the bending rigidity of fluid 

membranes. It is important to note that softening of bilayers 

reported in neutron scattering experiments near the main 

transition of DMPC–cholesterol mixtures is different from that 

seen in the present study [39]. It is possible that the softening 

of the bilayer at lower    is a result of the coupling between 

curvature and cholesterol concentration in the bilayer. Such 

coupling can in principle reduce the binding rigidity of the 

membranes.  

It is clearly evident from our results that thermal 

fluctuations observed in DMPC-cholesterol mixtures (data are 

not shown) near and above the main transition is different from 

the shape fluctuations in DPPC-cholesterol mixtures at low 

temperatures. We believe that the shape fluctuations at low 

temperatures in DPPC-cholestrol mixtures are the consequence 

of the occurrence of modulated phase seen in diffraction study 

of oriented multilayers of this system. 

 

5.  Conclusions 

 

We have systematically studied DPPC-cholesterol 

mixtures using both small angle x-ray scattering and confocal 

fluorescence microscopy in order to understand the influence 

of cholesterol on phospholipid membranes. The cholesterol 

induced modulated (  ) phase in phospholipid membranes 

observed in the intermediate cholesterol concentration range 

(2-20 mol%) has not been seen in unoriented bilayers in excess 

water. However, swelling of bilayers, resulting in large d-

spacing has been observed at similar cholesterol concentration 

at which the    phase occurs. Confocal fluorescence 

microscopy studies on giant unilamellar vesicles have shown 

significant thermal shape fluctuations, indicating softening of 

bilayers at small cholesterol concentrations. Coexistence 

between gel and fluid phases in binary phospholipid-

cholesterol mixtures, observed in the present study, has not 

been seen in any of the earlier microscopy studies. These 

observations are consistent with and compliment the results of 

x-ray diffraction study.  
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1. Introduction 
 

Since the recent discovery of structural transition in 
Ga-free Ni�Mn based alloys [1], much attention has been 
devoted to investigate their multifunctional applications [2-6]. 
These alloys exhibit diverse physical properties such as 
ferromagnetic shape memory effect, magnetocaloric effect 
(MCE), magnetic superelasticity, magnetoresistance and 
exchange bias (EB) due to the first-order diffusionless 
structural phase transition occurring between the high 
crystallographic symmetry austenite (A) phase and a low 
symmetry martensite (M) phase [5-9]. Ni-Mn-In is a promising 
ferromagnetic shape memory alloy (FSMA) which possesses 
several key features of the prototype FSMA, Ni�Mn�Ga 
alloys. The lower cost and high or ambient characteristic 
temperatures of Ni-Mi-In alloy makes it more favorable for 
applications at ambient temperature. Generally, Ni-Mn-X 
(where X = In, Sn, Sb) alloys exhibit at least two phase 
transitions, viz., a second-order magnetic phase transition at 
the Curie temperature (TC) and a first-order structural phase 
transition at the martensitic start temperature (TMs) [1, 8]. 
Independently or simultaneously, these two phase transitions 
are responsible for almost all the physical properties of this 
alloy. Interestingly, TMs and TC of Ni-Mn-In alloys can be 
tuned by varying the electronic concentration (e/a ratio). The 
e/a ratio, which depends on the concentration weighted sum of 
valence electrons of the constituent atoms, can be varied by 
changing the composition of the alloys. Inherent sensitivity of 
the physical properties of Ni50Mn50−xInx alloys to composition 
variations has been demonstrated [1,2]. No structural (M  A) 
transformation in Ni50Mn50−xInx was observed above a critical 
In concentration of 16 at.% corresponding to e/a ratio of 7.86. 
For alloys with 16 ≥ x ≥ 5, TMs was found to increase with 
decrease in In concentration [2]. The Mn�Mn bond length 
determines the exchange interaction as well as the degree of 

magnetic ordering in Mn based Heusler alloys [10-12]. The 
magnetic moment coupling between adjacent Mn atoms may 
change from ferromagnetic (FM) to antiferromagnetic (AFM) 
depending upon the Wyckoff positions of the Mn atoms. Due 
to this AFM coupling, the martensitic phase exhibits a smaller 
magnetization than the austenite phase. So, considerable 
change in magnetization is associated with the structural 
transition which in turn changes the magnetic properties of the 
FSMA at the structural transition [2,6]. This magnetostructural 
coupling in Ni50Mn50−xInx alloys is responsible for a plethora 
of exciting phenomena observed such as magnetic field 
induced strain, magnetic superelasticity, large MCE, giant 
magnetothermal conductivity, giant Hall effect, and exchange 
bias [6, 9, 13-15]. Rao et al. [16,17] have investigated the 
effect of excess Mn substitution for Ni on the structure, phase 
transition temperatures and magnetic properties of 
Ni50−xMn37+xIn13 alloys. They have also reported a large MCE 
with high magnetic entropy change (SM) of 23.5 Jkg−1K−1at 
308 K for a low field change of 2 T. It is well known that the 
transition temperatures as well as the magnetic parameters can 
be tuned markedly by partial substitution of magnetic or 
nonmagnetic elements in Ni�Mn�In alloys [18-20]. These 
additional atoms can perturb the coupling between Mn-Mn 
atoms, as well as the e/a ratio [19-21]. Recently, the effect of 
partial substitution of Si and Ge for In on the structure and 
magnetocaloric properties of Ni50Mn35In15 alloy has been 
reported [19, 21]. Due to the large change in magnetic moment 
at the phase transitions occurring near ambient temperature, 
Ni-Mn-In-X alloy has a great potential for practical 
applications. In this paper, we present the effect of Ni/Mn ratio 
variation on the structural and magnetic properties of 
Ni50Mn35In15 and Ni50Mn35In14Si1 alloys. 
 
 
 

Abstract 
 

Effect of varying Ni/Mn ratio on the structural (martensitic) and magnetic phase transitions of parent as well as Si substituted Ni-
Mn-In alloys has been investigated using X-ray diffraction and magnetometry techniques. A small increase in Ni/Mn ratio by a mere 1 at.% 
drives all the structural characteristic temperatures toward higher value but the magnetic Curie temperatures decrease due to this change. At 
low temperatures, the exchange bias which occurs due to the coexistence of antiferromagnetic and ferromagnetic phases, decreases as the 
Ni/Mn ratio is increased. A remarkable magnetic entropy change (∆SM) is exhibited by these alloys at the first-order structural phase 
transition. Ni substitution for Mn enhanced SM and the highest SM  (= 19.9 Jkg-1K-1) was exhibited by Ni51Mn34In14Si1 alloy at 279 K for a 
magnetic field change of 0 � 1.2 T. 
 
Keywords: Martensitic phase transition; Magnetic phase transition; Magnetic entropy change; Exchange bias; Ferromagnetic shape memory 
alloys 
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2. Experimental Details 
 

Polycrystalline Ni50Mn35In15, Ni51Mn34In15, 
Ni50Mn35In14Si1 and Ni51Mn34In14Si1 ingots were prepared 
from high purity elements by arc melting in argon atmosphere. 
The final alloy ingot was obtained after repeated melting to 
ensure proper homogenization of the alloy. The net weight loss 
in the cast samples was found to be ≤ 1.5% of the initial 
weight. The cast samples were sealed in fused silica tubes 
under a pressure of 103 Pa, annealed at 1173 K for 20 h and 
quenched in ice water. Structural analysis of the annealed 
alloys was carried out using a powder X-ray diffractometer 
(Rigaku TTRAX 18 kW and Seifert, 3003T/T) operating with 

Cu-Kα radiation (λ = 0.15406 nm). Elemental composition of 
the alloys was determined using an energy dispersive 
spectrometer (EDS) attached to a scanning electron 
microscope (SEM, Leo 1430VP). Magnetization 
measurements were carried out using a vibrating sample 
magnetometer (VSM, Lakeshore 7410) with closed cycle 
refrigerator insert. 
 
3. Results and Discussion 
 

X-ray diffraction (XRD) patterns (shown in Figure 1) 
indicate that at room temperature,  Ni50Mn35In15 and 
Ni51Mn34In15 alloys are in martensitic phase  (with 
orthorhombic unit cell) and Ni50Mn35In14Si1 and 

Ni51Mn34In14Si1 alloys are in austenitic phase (with cubic L21 
structure), respectively. The slight reduction in unit cell 
volume with Ni addition indicates that the Mn atoms with 
larger atomic radius have been substituted by Ni. The overall 
composition of the alloys obtained from EDS analysis is 
summarised in Table 1. It can be seen that the final alloy 
composition is very close to the nominal (starting) composition 
of the respective alloys. 

Figure 2 depicts the thermomagnetization (M-T) 
curves of the alloys recorded under an applied field of 0.1 T in 
zero-field-cooled (ZFC) and field-cooled (FC) conditions.  For  

Table 1. Nominal composition, measured composition, electron concentration (e/a ratio), room temperature crystal structure (orthorhombic 
martensite and cubic austenite represented by M and A), lattice parameters (a, b and c) and unit-cell volume (V) of Ni50Mn35In15, 
Ni51Mn34In15, Ni50Mn35In14Si1 and Ni51Mn34In14Si1 alloys. 
 

Nominal 
Composition 

Composition from EDS e/a Crystal 
phase 

a (nm) b (nm) c (nm) V (nm3) 

Ni50Mn35In15 Ni50.21Mn34.95In14.84 7.91 M 1.758 1.166 0.458 0.939 

Ni51Mn34In15 Ni50.97Mn33.45In15.58 7.91 M 1.706 1.070 0.469 0.856 

Ni50Mn35In14Si1 Ni49.81Mn34.99In13.84Si1.36 7.90 A 0.598 0.598 0.598 0.214 
Ni51Mn34In14Si1 Ni50.69Mn33.83In14.07Si1.41 7.92 A 0.597 0.597 0.597 0.213 

 

 

 
 
Figure 1. Room temperature XRD patterns of  (a) Ni50Mn35In15 

and Ni51Mn34In15,  and (b) Ni50Mn35In14Si1 and Ni51Mn34In14Si1 

alloys. 
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Figure 2. M-T curves of Ni50Mn35In15, Ni51Mn34In15, 
Ni50Mn35In14Si1 and Ni51Mn34In14Si1 alloys obtained at an applied 
field of 0.1 T. Filled and open symbols represent data obtained 
during field-cooled (FC) and zero-field-cooled (ZFC), 
respectively. Curie temperature of martensitic phase (TC,M), 
martensite start temperature (TMs),  austenite finish temperature 
(TAf), and the Curie temperature of the austenite phase (TC,A) are 
shown. 
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ZFC measurements, the samples were first cooled down to 50 
K in the absence of magnetic field, whereas for the FC 
measurements, the samples were cooled down to 50 K in the 
presence of an external magnetic field of 0.1 T. Figure 2 shows 
that as the temperature is decreased from 375 K, magnetization 
first increases sharply due to the second order paramagnetic to 
ferromagnetic transition and then abruptly decreases due to the 
structural (A  M) transformation. On further decreasing the 
temperature below 235 K, the samples exhibit a large increase 
in magnetization. This signifies the paramagnetic to 
ferromagnetic transition occurring in the martensite phase of 
the sample.  Thus, all the alloys exhibit three phase transitions, 
viz., one structural transition at the martensite start temperature 

(TMs) and two magnetic transitions, one in the austenite phase 
(marked as TC,A) and another in martensite phase (marked as 
TC,M). Below TC,M and in temperature interval TMs < T < TC,A, 
ferromagnetic ordering is observed in the samples. 
Paramagnetic behavior is observed for TC,M < T < TMS and for T 
> TC,A. At lower temperatures (below 197 K), ZFC and FC 
curves show a bifurcation. The bifurcation temperature (Tbifur) 
shifts to lower temperatures with increase of Ni/Mn ratio in 
both Ni-Mn-In and Ni-Mn-In-Si alloys as shown in Table 2. A 
hysteresis behavior, attributed to structural transition is also 
observed in the M-T curves when the samples are thermally 
cycled. This thermal hysteresis (Thys) can be estimated from 
the characteristic temperature obtained from the M�T curves 
and is given by the expression, Thys = (TAs + TAf)/2 - (TMs + 
TMf)/2. The lowest (highest) Thys of 6 K (14.5 K) is observed 
in Ni51Mn34In15 (Ni50Mn35In14Si1) alloy. The characteristic 
temperature, TMs (TC,M and TC,A) is defined as the temperature 
at which FC (dM/dT of ZFC) curve exhibits the maximum 
magnetization (minimum) value. TMs (TC,M, TC,A) of 
Ni50Mn35In15, Ni51Mn34In15, Ni50Mn35In14Si1 and 
Ni51Mn34In14Si1 alloys are 309 K (205 K, 321 K), 311 K (186 
K, 320 K), 269 K (217 K, 317 K) and 278 K (191 K, 294 K), 
respectively. With the substitution of Ni for Mn in 
Ni50Mn35In15 and Ni50Mn35In14Si1, TMs is shifted to higher 
temperatures, but TC,M  and TC,A are shifted to lower 
temperatures. An earlier work [2, 22] on Ni50−xMn35+xIn15 
alloys showed that TMs increases with increase in e/a ratio. In 
this work, the measured compositions of Ni50Mn35In15 and 
Ni51Mn34In15 show nearly the same e/a ratio. TMs of these 
alloys differ by merely 2 K. Such small variations in TMs for 
alloys with same e/a has also been observed in some earlier 
work   [23]. In the case of Ni-Mn-In-Si alloys, TMs increases 
with an increase in e/a ratio. Figure 2 shows another 
interesting feature, viz., magnitude of the magnetization 
change (M) at the structural transition decreases with 
increasing Ni/Mn ratio. This behaviour closely follows the 
variation in unit cell volume which is in turn related to the Mn-
Mn interatomic distance. Thus, the magnetic properties of Ni�
Mn�X alloys are primarily determined by the Mn atoms and 
are described in terms of exchange interaction via conduction 
electrons [24]. In order to confirm the occurrence of first order 
structural transition at TMs in these alloys, isothermal 
magnetization (M-H)T  curves (shown in Figure 3) were 
recorded close to the structural transition and Arrott (M2 vs. 
H/M) plots were constructed from these data. Arrott plots have 
been used to investigate the order of martensitic transition in 
NiMnGa [25] and NiCoMnSb based alloys [26]. When the 
Arrott plots are linear across the transition, they describe a 
second order phase transition. In the case of martenstic 
transition, Arrott plots are non-linear with a S-type behavior, 

Table 2. Martensite start temperature (TMs), martensite finish temperature (TMf), austenite start temperature (TAs), austenite finish 
temperature (TAf), thermal hysteresis (Thys), martensite Curie temperature (TC,M), austenite Curie temperature (TC,A), bifurcation temperature 
(Tbifur) obtained at 0.1 T field, peak magnetic entropy change (SM), and exchange bias (HE) obtained for 1.2 T field change of Ni50Mn35In15, 
Ni51Mn34In15, Ni50Mn35In14Si1 and Ni51Mn34In14Si1 alloys. 
 

Alloy TMs 
(K) 

TMf 
(K) 

TAs 
(K) 

TAf 
 (K) 

Thys 

(K) 
TC,M 
(K) 

TC,A 
(K) 

Tbifur 

(K) 
Peak SM 
(Jkg-1K-1) 

HE (mT) 
at 50 K 

Ni50Mn35In15 309 295 305 316 8.5 205 321 185 4.3 9.3 
Ni51Mn34In15 311 302 307 318 6.0 186 320 153 8.5 7.7 
Ni50Mn35In14Si1 269 239 255 282 14.5 217 317 197 17.5 8.6 
Ni51Mn34In14Si1 278 270 279 287 9.0 191 294 157 19.9 5.4 

 

 

 
 
Figure 3. Isothermal magnetization curves of Ni50Mn35In15, 
Ni51Mn34In15, Ni50Mn35In14Si1 and Ni51Mn34In14Si1 alloys 
recorded at 2 K interval (∆T) around martensite start temperature 
(TMs).  
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which is ascribed to first order transition. It can be seen that 
the Arrott plots (Figure 4) are nonlinear (S shaped), which is 
indicative of the first order nature of the transition [27]. Since 
entropy is discontinuous at the first order phase transition, ∆SM 
will be large near TMs. SM was calculated from isothermal 
magnetization (M-H)T  data using the Maxwell relation [6, 28],  

 

 
0

( )
,

H

M
H

M T
S T H dH

T

 
   

 
              (1) 

 
SM was calculated from (M-H)T curves recorded as a function 
of increasing magnetic field from 0 to 1.2 T at different 
temperatures near TMs of the respective alloys (cf. Figure 3). 
Figure 5 depicts the variation of SM as a function of 
temperature for all the alloys. Peak SM value obtained for 
Ni50Mn35In15, Ni51Mn34In15, Ni50Mn35In14Si1 and 
Ni51Mn34In14Si1 alloys are listed in Table 2. The highest SM 

was exhibited by Ni51Mn34In14Si1 alloy at 279 K. SM is clearly 
related to the sharpness of the structural transition or the 
(∂M/∂T)H term in equation (1). A relatively sharper structural 
transition is observed in the Ni substituted alloys. For an 
applied magnetic field of 0.1 T, Ni51Mn34In14Si1 alloy exhibits 
the highest (∂M/∂T)H value of 6.6 Am2kg-1K-1, among all the 
alloy compositions.  

The bifurcation observed below Tbifur in the M-T 
curves shown in Figure 2 can be attributed to the co-existence 
of FM and AFM phases. When such a system is cooled below 
Tbifur under a magnetic field, one can expect a shift in the M-H 
loop towards the negative field axis. Such a shift in the M-H 
loop is a manifestation of exchange bias HE [29], which can be 
estimated from the relation [30], 
 

1 2

2
c c

E

H H
H

 
  

 
                                          (2) 

 
where, Hc1 and Hc2 are the negative and positive coercive 
fields at which the magnetization is zero. Figure 6 shows the 
M-H loops for Ni50Mn35In15 alloy recorded at two temperatures 
well below Tbifur. It is evident from the Figure that the loop 
shifts more towards the negative field axis as the temperature 
is decreased. HE at 50 K and 30 K are 9.3 and 11 mT, 
respectively. Similar behaviour is also shown by Si substituted 
Ni-Mn-In alloy as shown by the corresponding HE data listed 

 

 
 

Figure 4. Arrott plots indicating the first order structural 
transition in (a) Ni50Mn35In15, (b) Ni51Mn34In15,  (c) 
Ni50Mn35In14Si1 and (d) Ni51Mn34In14Si1 alloys. Inset in Figure 
4(d) shows an enlarged view of the data near the origin.  
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Figure 5. Temperature dependence of magnetic entropy change 
(SM) obtained under 1.2 Tesla field in Ni50Mn35In15, 
Ni51Mn34In15, Ni50Mn35In14Si1 and Ni51Mn34In14Si1 alloys. 
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Figure 6. Typical M-H loops at 30 K and 50 K obtained under 
1.2 T field for Ni50Mn35In15 alloy. Inset shows an expanded view 
of the data near the origin. 
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in Table 2. With increase in Ni/Mn ratio, HE decreases.  
Observation of exchange bias verifies the coexistence of FM 
and AFM interactions in these alloys. Existence of AFM 
coupling in Ni-Mn-X alloys has been proposed by many 
researchers [8, 12, 30-32]. However, experimentally the same 
has been established in Ni2Mn1.44Sn0.56 alloys by neutron 
diffraction studies [12]. In FSMAs, Mn occupying Mn sites 
results in FM interaction. On the other hand, Mn occupying Ni 
or In anti-sites induces AFM interactions. When Ni/Mn ratio is 
decreased in Ni-Mn-In (and Ni-Mn-In-Si) alloys, the excess 
Mn atoms occupying Ni (or In) anti-sites can result in AFM 
coupling [33]. This leads to an increase in HE in Ni-Mn-In and 
Ni-Mn-In-Si alloys as indicated in Table 2. These HE values 
may be compared with those reported for Ni50Mn35In15 (~9.6 
mT) [31], Ni49.5Mn34.5In16 (~8.4 mT) [30] and Ni50Mn35In14Si1 
(~6.7 mT) [34] alloys at 50 K. The possibility of varying HE by 
changing Ni/Mn ratio in bulk Ni-Mn-In alloys is reported for 
the first time in this work. Exchange bias properties are 
generally observed in inhomogeneous materials or thin films 
[35, 36].  
 
4. Conclusions  
  

Variations in magnetic and magneto-caloric properties 
with small change of Ni/Mn ratio in Ni50Mn35In15 and 

Ni50Mn35In14Si1 alloys have been studied. ∆SM is positive in all 
the investigated alloys because ∂M/∂T is positive at the first 
order structural phase transition. Positive ∆SM (or inverse 
MCE) implies that the sample cools down upon application of 
external magnetic field. Maximum ∆SM of 19.9 Jkg-1K-1 was 
obtained for Ni51Mn34In14Si1 alloy at 279 K, just below the 
ambient temperature for a magnetic field change of 0 to 1.2 T 
in this study. Exchange bias phenomenon has been observed in 
all of the alloys studied. Influence of Ni/Mn ratio on HE has 
been reported for the first time in these alloys. These results 
are expected to aid technological exploitation of these alloys in 
futuristic magnetic devices such as read heads for ultra-high 
density magnetic recording and spintronics devices.  
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1. Introduction 
 

Nanoclusters of metals or semiconductors can be 
considered as building blocks of future technologies. This is 
due to size dependent electronic properties of these materials. 
The properties of nanosized semiconductors have long been 
known to depend very sensitively on the particle size [1]. 

Recently, there have been growing interests in 
materials containing the group IV atoms C, Si, Ge and Sn [2 - 
6]. These materials are important due to their application in the 
semiconductor and optoelectronic industries [7 - 10]. The Si - 
Ge materials have been studied extensively in past two 
decades and the binary heterostructure Si / Si1-xGex has 
produced a new generation of high performance heterojunction 
bipolar transistors, field effect transistors, infrared detectors 
and solar cells [2, 11]. The silicon�germanium light-emitting 
and photodetecting devices make silicon technology quite 
competitive with those of conventional optoelectronic 
materials, such as the III�V compounds. 

Atomic-scale analysis on Si-Ge materials is becoming 
more and more important as semiconductor devices are 
constantly being scaled down. It is observed that the concepts 
obtained from SiGe in the bulk form may not be directly 
applicable to SiGe at the nanoscopic level due to enormous 
surface energy effects and lattice strains. Therefore, the 
fundamental understanding of the structure and 
thermodynamic/electronic properties of Si-Ge nanoclusters 
would soon play an important role in the advancement in the 
nanoscale devices, especially in the interfacial areas where the 
lattice mismatch occurs due to the change of atomic 
composition.  

There were not many theoretical studies of SixGey 
nanoclusters, probably due to lack of experimental studies. Li 
et al [12] have performed a density functional theory (DFT) 
study on neutral SixGey for x+y ≤ 10 using the B3LYP/6-
311G(3df) method. Their cluster structures are selective and 
preserve definite symmetries. Bing et al [13] have calculated 
the structures and energetics of neutral and anionic SixGey for 
x+y ≤ 7 using the DFT-B3LYP and the CCSD(T) methods 
with the 6-311+G(d) basis. Their results are similar to those of 
Li et al [12]. Recently, Wielgus and co-workers [14] have 
studied the neutral and cationic SixGey for x+y ≤ 5 using the 

MP2/aug-cc-pVTZ method. They have not only identified the 
minimum energy structures, but also provided a molecular 
orbital analysis on the relative stability among isomers. For 
selected structures of large Si-Ge nanoparticles, Walker et al 
[15] have performed parameter-free density functional 
calculation. Rehman et al [16] have used a parameterized 
density functional method for stoichiometric SixGex clusters 
with up to x=22. Wang and Chao [24] have studied the 
structural and energetic properties of neutral and ionic 
semiconductor binary Si-Ge clusters SixGey for x+y ≤ 12 using 

the density functional theory (DFT-B3LYP) and coupled 
cluster [CCSD(T)] methods with  6-311++G(3df, 3pd) basis 
set. 

In spite of these previous studies, IP, EA have not 
been studied for SixGey clusters.  In the present paper, we 
report a comprehensive detailed study of the stability, 
structural, electronic, and vibrational properties of the small 
semiconductor binary SixGey for x+y ≤ 4 nanoclusters by using 

the B3LYP-DFT/6-311G (3df) method. In section 2, we 
present the method used in the computation. Section 3 contains 
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the calculation and results. The conclusions are contained in 
section 4. 
 
2. Computational Methods 
 

The linear combination of Gaussian functions is made 
to obtain the atomic orbitals, which are also called the 
contracted functions. For a precise calculation, a large basis set 
is chosen by increasing the number of basis functions per 
atom. 6-311G  is a triple split valance basis set which uses 
three sizes of  the contracted functions for each orbital type. 
The split valance basis set allows orbitals to change the size 
but they do not permit change in the shape of  the orbitals. In 
order to overcome this limitation, we employ a polarized basis 
set, 6-311G ( 3df ) by adding orbitals with the angular 
momentum beyond what is required for the ground state in the 
description of each atom. For Si and Ge atoms we add 3d 
functions and one f function respectively. For generating the 
quite accurate structural parameters the triple zeta basis set and 
the multiple polarization functions have been used. 

The exact exchange in the Hartree-Fock theory for a 
single determinant is replaced in the DFT by a more general 
expression, the exchange-correlation functional which can 
include terms accounting both for the exchange energy and the 
electron correlation. 

In BLYP, one includes the Becke exchange functional 
and the LYP correlation functional whereas in B3LYP, one 
includes Becke [17] three parameter hybrid functionals and the 
LYP correlation functional. The correlation function of Lee, 
Yang and Parr ( LYP ) [18, 19] which includes both local and 
nonlocal terms have been employed. The functional of Becke 
which includes the Slater exchange along with the corrections 
involving the gradient of the density [17] is used. 

The B3LYP-DFT/6-311G(3df) version in the 
Gaussian-03  code [20] has been used to optimize the 
geometries of the silicon-germanium binary nanoclusters. The 
Gaussian programme contains the hierarchy of procedures 
corresponding to different approximation methods. 
 
3. Calculation and Results 
 
3.1. Stability of structures 

Different types of geometries linear chain, ring, planer 
and three dimensional structures have been studied. The 
minimum energy structures are obtained by optimizing their 
atomic positions. 

In order to have stability of cluster, we define the 
binding energy of the cluster. We subtract the total energy of a 
cluster from the sum of the energies of all the isolated atoms 
present in the cluster and divide the resultant quantity by the 
number of atoms. We name this as the binding energy (BE) per 
atom. For a more precise calculation, we have calculated the 
harmonic vibrational frequencies and the corresponding zero 
point energies (ZPE) have been subtracted from the earlier 
calculated BE values so that our final binding energy (FBE) = 
BE - ZPE. Among all the complexes pertaining to a specific 
chemical formula SixGey, the configuration possessing the 
maximum value of BE is named as the most stable structure. 

We present all the most stable structures for SixGey (x 
+ y ≤ 4) nanoclusters in Figure 1. The computed Si-Si, Si-Ge, 
and Ge-Ge bond lengths are 2.15, 2.34, 2.40 Å and their 

corresponding bond energies are 3.08, 3.06, and 2.93 eV, 
respectively for isolated dimers. The calculated Si�Si bond 

lengths are in excellent agreement with the experimental 
values [21] 2.246 Å. The corresponding bond energies of Si2, 
and SiGe dimers are 3.08, and 3.06  eV, respectively, which 
are in very close agreement with the experimental value [21,3] 
3.24 and 3.08 eV. One may expect the minimum energies for 
those complexes, which contain the maximum number of Si�
Si bonds followed by Si�Ge and Ge�Ge bonds. 

The FBE�s and HOMO-LUMO gaps are given for all 
the optimized most stable structures in Table 1. The HOMO-
LUMO gaps reported by other workers have also been 
included for comparison. During the optimization for each 
structure, we have selected the ground state with minimum 
energy. For the most stable structures, the calculated Si-Si, Si-
Ge, and Ge-Ge bond lengths, IPs & EAs and harmonic 
vibrational frequencies are compared with others� values in 
Table 2, 3 and 4, respectively. 

We now discuss each cluster individually in the 
following: 

SiGe:  The ground state of SiGe cluster is triplet state 
and the singlet state lies above it at 0.7 eV. The present FBE is 
1.51 eV. No experimental value is available for comparison.  
The computed bond energy for Si � Ge bond is 3.06 eV, which 
is in excellent agreement with the experimental value [3] 3.08 
eV.  The computed Si � Ge bond length is 2.34 Å which is in 
agreement with other workers [4, 22, 23] and slightly higher 
than the reported values [12, 13]. 

SiGe2: For SiGe2 (x + y = 3), the most stable structure 
is the triangular one whose ground state is singlet. The FBE for 
it is 2.16 eV. The computed GeSiGe angle is 84.65˚ which is 

in close agreement with earlier workers [12, 13, 24] values 
85˚, 84.7˚, and 84.52˚. The calculated Si-Ge bond lengths 2.25 
Å are in excellent agreement with the values as reported in 

Table 2. No experimental data is available for the comparison 
of above reported values. 

Si2Ge: The most stable structure reported for Si2Ge (x 
+ y = 3) is the planer triangular structure. The ground state of 
the Si2Ge triangular one is the triplet state and its computed 
FBE is 2.19 eV. No experimental result is available for 
comparison. The bond angle SiGeSi is 56.71˚ which in 

agreement with other theoretical values [12, 13, 24] values 57˚, 
56.9˚, and 56.96˚. The calculated Si-Ge and Si-Si bond lengths 
are 2.39 and 2.27 Å respectively and Si-Ge bond lengths are in 
good agreement the values reported by other workers as shown 
in Table 2. 

SiGe3: The most stable structures for the chemical 
species SiGe3 are rhomboidal structures a & b with the 
symmetries C2v and Cs. These structures have FBE�s 2.50 and 

2.52 eV, respectively. Their ground states are singlet one. The 
computed Si-Si and Si-Ge bond lengths are reported in Table 2 
and are in agreement with other workers.  

Si2Ge2: The linear, planer and three dimensional 
structures have been studied for Si2Ge2. Among the studied 
structures the most stable structures are the rhombus and 
rhomboidal structures. Their FBE�s are 2.60 and 2.57 eV 

respectively. Our predicted values of Si-Ge and Si-Si bond 
lengths for the rhombus structure are 2.39 and 2.44 Å which 

are in excellent agreement with values of other workers 
reported in Table 2. Our values of bond lengths for the 
rhomboidal structures are also compared with other workers in 
Table 2. 

Si3Ge: The rhomboidal structures a & b are the most 
stable structures out of different studied structures for Si3Ge 
species.  Their  predicted  FBE�s  are  2.62  and  2.65 eV.  The 
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computed Si-Ge and Si-Si bond lengths for both the structures 
are in good agreement with other workers as reported in Table 
2. No experimental values are available for comparison. 

Our predicted values of FBE�s are shown in Table 1. 
The variation of FBE with cluster size (x + y = n) for the most 
stable structures are shown in the Figure 2(a). We observe that 
the FBE increases continuously as we go from n= 2 to 4. The 
most stable structures are those which contain the maximum 
number of Si atoms because of the occurrence of strong Si-Si 

bonds. The clusters containing one Ge atom, the FBE increases 
monotonically with the number of Si atoms. 
 
3.2. Electronic structure  

The predicted HOMO-LUMO gaps for all the studied 
most stable structures are included in Table 1 and their 
variation with the cluster size (x + y = n) for the most stable 
structures are shown in the Figure 2(b). The HOMO-LUMO 
gap   increases  with  the  increase  of  number  of  atoms.  The  
  

 
SiGe Linear (C∞v) 

           
                    Si2Ge  Triangular (C2v) 

      
      SiGe2 Triangular (C2v) 

          
SiGe3 Rhomboidal (Cs)-a       

SiGe3 Rhomboidal (C2v)-b 

     
                   Si3Ge Rhomboidal (Cs)-a 

       

 
      Si3Ge Rhomboidal (C2v)-b 

   

 
Si2Ge2 Rhomboidal (Cs)-a 

    

 
Si2Ge2 Rhombus (D2h)-b 

 
 

Figure 1. Optimized most stable structures of SixGey (x + y = 2 to 4). The bond lengths are in Å. 
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Table 1. The binding energy (BE) per atom and HOMO�LUMO gap in eV for the most stable configurations of SixGey (x + y = 2 to 4) 
clusters. The final binding energy (FBE) = BE − zero point energy (ZPE). 
 

Clusters Configurations BE 
without 
ZPE (eV) 

ZPE 
(eV) 

FBE(e
V) 

HOMO-LUMO Gap (eV) 

Present Others 

SiGe Linear 1.53 0.02 1.51 1.65 1.36a, 3.4b 

SiGe2 Triangular 2.22 0.06 2.16 2.44 2.44a, 2.43b, 2.45c 

Si2Ge Triangular 2.25 0.06 2.19 1.90 1.90a, 2.23b, 3.59c  

SiGe3 Rhomboidal � b 2.58 0.08 2.50 2.30 2.39a, 2.41c,  2.30b 

Rhomboidal - a 2.61 0.09 2.52 2.39 2.30b,  2.39c 

Si2Ge2 Rhomboidal - a 2.67 0.10 2.57 2.35 2.35b, 2.36c 

Rhombus - b 2.70 0.10 2.60 2.46 2.46a, 2.46b, 2.49c 

Si3Ge Rhomboidal - a 2.73 0.11 2.62 2.34 2.34b, 2.35c 

Rhomboidal - b 2.76 0.11 2.65 2.39 2.39b, 2.42c 
                             aLi et al (Ref. 12)     bWang et al (Ref. 24)    cBing et al (Ref. 13) 

 
Table 2. Bond lengths (in Å) for all the most stable configurations of SixGey  (x + y = 2 to 4)  clusters. 

 

Cluster Configuration 
Bonds

 

Bond lengths(Å) 
 
Present Others 

SiGe Linear Si-Ge 2.34 2.22a, 2.229b, 2.32c, 2.36d, 2.34e 

SiGe2 Triangular Si-Ge 

Ge-Ge 

2.25 

3.03 

2.25a,  2.256b, 2.25f 

Si2Ge Triangular Si-Ge 
Si-Si 
 

 

2.39 

2.27 

2.39a,  2.395b, 2.386f 

 

SiGe3 Rhomboidal - b Si-Ge1(Ge3) 

Ge2-Ge1(Ge3) 

Si-Ge2 

Ge1-Ge3 

2.39 

2.47 

4.12 

2.59 

2.37a,  2.40b 

2.49a,  2.477b 

 

2.605b,  2.594f 

Rhomboidal - a Si-Ge1(Ge2) 

Ge3-Ge1(Ge2) 

Si-Ge3 

2.37 

2.49 

2.52 

2.38b  

2.502b 

2.541b,   2.527f 

Si2Ge2 Rhomboidal - a Si1-Si2 

Ge1-Ge2 

Si1-Ge2 

Si2-Ge1 

Si2-Ge2 

2.30 

2.50 

2.42 

2.38 

2.52 

 

 

2.46b 

2.384b 

2.525b, 2.515f 
Rhombus - b

 
Ge1(Ge2)-Si1(Si2) 

Si1-Si2 

2.39 

2.45 

2.39a, 2.402b 

2.44a, 2.463b, 2.443f 

Si3Ge Rhomboidal - a Si2-Si1(Si3) 

Ge-Si1(Si3) 

Si2-Ge 

2.30 

2.42 

2.50 

2.310b 

2.428b 

2.510b, 2.501f 

Rhomboidal - b Ge-Si1(Si3) 

Ge-Si1(Si3) 

Si1-Si3 

2.40 

2.32 

2.43 

2.405b 

2.326b 

2.447b, 2.431f 

                       aLi et al (Ref. 12),   bBing et al (13),   cLevent (Ref. 22),   dSefyani(Ref. 23),  eJan et al (Ref. 4),   fWang et al (Ref. 24) 
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Table 3. Adiabatic and vertical ionization potential (IP) and electron affinity (EA) in eV for all the most stable configurations of  SixGey  (x 
+ y = 2 to 4)  clusters. 
 

Cluster Configuration IP (eV) EA (eV) 
Vertical Adiabatic Vertical Adiabatic 

SiGe Linear 7.74 7.73 1.80 1.84 

SiGe2

 
Triangular 8.03 7.96 1.70 1.86 

Si2Ge

 
Triangular 8.06 7.88 2.15 2.18 

SiGe3

 

Rhomboidal - a

 
7.93 7.66 1.91 1.93 

Rhomboidal - b

 
7.81 7.55 1.90 2.07 

Si2Ge2

 

Rhomboidal - a

 
7.91 7.65 1.93 1.96 

Rhombus - b 8.06 7.83 1.95 1.97 

Si3Ge Rhomboidal - a

 
7.92 7.66 1.96 1.98 

Rhomboidal - b

 
8.00 7.80 1.97 1.99 

 

Table 4. The calculated vibrational frequencies (cm-1) and infrared intensities (IR Int. in Km mol-1) for the most stable configurations of 
SixGey  (x + y = 2 to 4)  clusters. 
 

Cluster Configuration Frequency/IR Int.           

SiGe

 
Linear  396/0.31 

 419a*
 ; 431b ,426c, 411d, 387e, 397f, 396g 

SiGe2 Triangular  112/0.90,  424/34.36,  427/5.24 
(112,          424,            427)b 

(110,          421,            423)c 

(111,          423,            426)g 

 

Si2Ge Triangular  244/0.28,   275/1.34,  441/0.52 
(243,           274,          440)b 

(237,           237,          435)c 

(148,           426,          432)g 

SiGe3 Rhomboidal- a  67/1.33,  144/0.0,  211/1.62,  266/8.68,  274/0.07,  384/23.61 
(66,          140,        203,          240,          340,          397)c 

                                                (240,          341,          401)g 

 
Rhomboidal - b 

 

 

 62/0.72,  140/0.10,  204/0.09,  240/7.34,  341/1.03,  402/38.30 
                                                 (240,          342,          403)b    
(68,          144,          203,          240,          340,          397)c 

               (148,          426,          432 )g 

Si2Ge2 Rhomboidal - a  73/1.72,  162/0.18,  238/4.52,  301/3.38,  361/3.19,  467/41.62 
(79,          161,          237,          298,          358,          462)c 
 (                               238,          300,                           466)g 

Rhombus- b  67/0.83,  180/1.28,   214/0.0,   373/0.0,   396/58.15,   411/0.24 
(67,          180,                                           396 )b 
(75,          177,           212,         366,         391,             403)c 
(67,          180,                                           395)g 

Si3Ge Rhomboidal- a  82/2.83,  196/0.13,  304/0.71,  318/6.58,  420/0.52,  488/53.10 
(91,          194,          301,          315,          416,          484)c 
(81,                                            317,                           487)g 

Rhomboidal - b 75/2.0,   205/1.50,   270/3.62,  405/0.01,  414/14.06,  480/46.19 
(87,        200,           268,          398,          408,            473)c 

                               (269,                           413,            479)g 

*Expt. Value= 419 cm-1 (Ref. 5) 

aLi et al (Ref. 5), bLi et al (Ref. 12), cBing et al (Ref. 13),  dLevent et al (Ref.22), eSefyani (Ref. 23), fJan et al (Ref. 4), gWang et al (Ref. 
24) 
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presently reported values are in good agreement with the 
values reported by earlier workers shown in Table 1. 
 
3.2.1. Ionization potential and electron affinity  

The ionization potential (IP) is defined as the amount 
of energy required to remove an electron from a cluster. We 
determine the adiabatic IP by evaluating the energy difference 
between the neutral and the ionized clusters after finding the 
most stable state for the ionized clusters by using the 
optimization procedure.  

The electron affinity (EA) is defined as the energy 
released when an electron is added to a neutral cluster. We 
have determined the adiabatic EA by finding the energy 
difference between the neutral and the anionic clusters. The 
anionic cluster has been relaxed to its most stable state. 

The adiabatic and vertical IPs and EAs are calculated 
using B3LYP-DFT/6-311G(3df) method for the  most stable 
structures of SixGey  (x + y ≤ 2 to 4) nanoclusters.  Our 
predicted adiabatic and vertical IPs and EAs for the most 
stable clusters are included in Table 3. The adiabatic IP (EA) is 
smaller (greater) than the vertical IP (EA). Furthermore IPs are 
significantly higher than the EAs, meaning that the molecules 
are more apt to gain an electron than to lose one. 

It may be pointed out that adiabatic IP can be 
measured by using photoionization or photoelectron 
spectroscopic methods. On the other hand, when a technique 
such as fast electron bombardment is employed, the ionization 
occurs during the period of collision which enables the ionized 
cluster, the IP is named as vertical. In general, in adiabatic IP 
and EA, the cationic and anionic cluster relaxes to the most 

stable ground state whose energy is lower as compared to the 
ground state of the unrelaxed charged cluster. For the removal 
of an electron from the neutral cluster, one has to supply the 
necessary energy because the ground state of the cationic 
cluster is higher than the ground state of the neutral cluster by 
the same amount of energy and this energy is called the IP. In 
case of adiabatic ionization potential (AIP), the positively 
charged cluster relaxes by changing its atomic positions 
acquiring larger various bond lengths to find a low energy 
ground state as compared to the energy of the cationic cluster 
without any relaxation (used for the vertical IP). One observes 
dilation in the positively charged cluster because of the 
relaxation. The adiabatic IP will thus be lower than the vertical 
IP. 

On the other hand, on adding an electron to the 
neutral cluster, the resulting ground state of the anionic cluster 
is lowered by energy equal to the electron affinity. In this case, 
the anionic cluster is allowed to obtain the most stable ground 
state by incurring relaxation in the atomic positions. We find a 
contraction (smaller than the dilation observed in the cationic 
cluster) in the size of the cluster reducing the various bond 
lengths. As a result of the atomic relaxation, the most stable 
ground state lies lower than the ground state corresponding to 
the unrelaxed cluster considered in determining the vertical 
EA. The adiabatic EA are therefore larger than the vertical EA. 
 
3.3. Vibrational frequencies  

The harmonic vibrational frequencies are calculated 
using B3LYP-DFT/6-311G(3df) method for the  most stable 
structures of SixGey  (x + y ≤ 2 to 4) nanoclusters. These 
calculations were performed with the lowest energy 
configurations of SixGey  (x + y ≤ 2 to 4) nanoclusters in order 
to confirm that they are true minima on the cluster potential 
energy surface (PES). The calculated results show that there is 
no imaginary frequency, implying that the structures are 
located at minimum position on PES. The presently calculated 
vibrational frequencies and Infrared Intensities (IR Int.) for the 
most stable structures of SixGey  (x + y ≤ 2 to 4) nanoclusters 
are presented in Table 4. We discuss each nanocluster below: 

SiGe: We obtain the stretching mode frequency of 
396 cm-1 which is 5% less than the experimentally measured 
[5] value of 419 cm-1 and similar low frequency has been 
obtained by earlier workers [4, 22, 23]  except by workers [12, 
13, 24] who have reported  frequencies 431, 426, 411 cm-1 
similar to the experimental value. This stretching mode 
frequency is IR active. 

SiGe2: For SiGe2 (x + y = 3), we obtained three 
vibrational frequencies 112, 424 and 427 cm-1 for the 
triangular structure. The first two frequencies are of symmetric 
and asymmetric stretching and highest one is due to bending 
mode. The asymmetric mode of vibration is highly IR active. 
These predicted values are in good agreement with others 
values [12, 13, 24]. 

Si2Ge: The predicted vibrational frequencies for the 
triangular planer structure are 244, 275 and 441 cm-1. The 
highest frequency 441 cm-1 is due to stretching of Si-Si bond 
and the frequencies 275 and 244 cm-1 are due to asymmetric 
stretching and bending mode. The asymmetric mode of 
vibration is IR active. Our values are compared with others in 
Table 4. 

SiGe3: For the rhomboidal-a (Cs) and rhomboidal-b 
(C2v) structures our predicted vibrational frequencies are 
reported in Table 4.  For rhomboidal-a three highest 

 
 
Figure 2. Variation of (a) FBE and (b) HOMO-LUMO gap with 
cluster size (x + y). 
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frequencies are in good agreement with other workers [13, 24] 
and the highest three frequencies for rhomboidal-b are in 
agreement with others values [12, 13]. The frequency 384 and 
402 cm-1 of rhomboidal-a and rhomboidal-b, respectively, are 
highly IR active. 

Si2Ge2: The calculated vibrational frequencies for 
rhomboidal � a and rhombus � b are shown in Table 4 and 
compared with the values reported by others [12, 13, 24]. The 
frequencies 467 and 396 cm-1 of rhomboidal and rhombus 
structure, respectively, are highly IR active. No experimental 
result is available for comparison. 

Si3Ge: The predicted values of rhomboidal-a  and 
rhomboidal-b are depicted in Table 4. Our values are 
compared with others [12, 13, 24] as shown in Table. The 
highest frequencies of the above two structures are highly IR 
active. Unfortunately no experimental result is available for 
comparison. 
 
4. Conclusions 
  
  The present study establishes the occurrence of the 
most stable configurations of the various SixGey nanoclusters. 
For SixGey nanoclusters, we have predicted the bond lengths, 
binding energies, HOMO-LUMO gaps, IPs, EAs, vibrational 
frequencies and IR int., many of which need to be verified 
experimentally. The vibrational frequencies of Si-Ge cluster is 
in good agreement with the experimental data wherever 
available.  

The most stable structures are those which contain the 
maximum number of silicon atoms because of the occurrence 
of the strongest Si�Si bonds whereas the lowest binding is seen 
for clusters containing maximum number of germanium atoms 
because of the occurrence of maximum number of the weak 
Ge�Ge bonds. For the clusters containing maximum number of 
silicon atoms i.e. the clusters containing only one germanium 
atom, the BE increases monotonically with the number of 
silicon atoms. The HOMO-LUMO gap increases with the 
increase in the number of atoms. The adiabatic IP (EA) is 
smaller (greater) than the vertical IP (EA) because of the lower 
energies of the most stable ground state of the cationic 
(anionic) clusters. The IPs are significantly higher than the 
EAs, meaning that the molecules are more apt to gain an 
electron than to lose one. 
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